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Abstract

A vital problem for fuzzy classifier systems of the
Michigan type is the conflict of competition and co-
operation of rules. Whereas the classical approach of
a classifier system circumvents this complicacy by the
total lack of collaboration of classifiers, the fuzzifica-
tion approach has to deal with it. This paper proposes
a solution to this dilemma by introducing a special en-
coding of the classifiers and by performing a selection
algorithm on a sub-group of firing rules.
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1 Introduction

Classifier systems have potential as learning
paradigms, but due to the limitation of the clas-
sifier syntax they are seldom applied to continuously
varying variables. Fuzzy systems on the other hand
are a commonly used tool to deal with such contin-
uously represented data. On account of the similar
structure of the if-then rules it seems obvious that a
combination of these two systems might prove to be
an interesting approach.

The first one to introduce such a fuzzy classifier sys-
tem (FCS) of the Michigan type was M. Valenzuela-
Rend́on [8, 9], which is more or less a straightforward
fuzzification of a Holland Classifier System [5]. In-
stead of a discrete-valued classifier system, linguistic
rules and fuzzy sets are introduced to achieve an eas-
ily interpretable and understandable machine learning
system. It has a production system similar to common
classifier systems with the difference of fuzzification
of the input variables and a defuzzification applied to

outgoing messages. Both steps work with the concept
of minimal messages. Of special interest is the coding
of the rules, which are represented as binary strings
that encode the membership function of the fuzzy sets
involved.

Another approach in this area—a continuation of the
FCS—is presented in [7], where the whole knowledge
base is modified. A drawback of this system is the loss
of interpretability of the resulting rules and rule base
due to the rearranging of the membership function.

A. Bonarini presented in [1, 2, 3] the ELF method
(evolutionary learning of fuzzy rules) and applied it to
a robot learning environment. Here a first attempt to
solve the cooperation/competition problem was intro-
duced. The rule base is split up into sub-populations
which cooperate to generate the output. Within a sub-
population the rules compete to propose their output.
A central concept of ELF is to keep the rule base as
small as possible. So for the case that no or too few
rules for a given state exist, the so-called cover detec-
tor operation is accomplished, which generates new
rules.

A recent approach [4] deals with the issue of rule gen-
eralization within the field of fuzzy classifier systems.
A fuzzification of the XCS [10] (a classifier system
operating on classifiers with fitness based on accu-
racy) is accomplished.

2 An Improved Fuzzy Classifier System

Fuzzy rules interact—the rules “collaborate” to gen-
erate a desired output. On the other hand, classifier
systems need to evaluate the contribution of asingle
memberor a small fractionof classifiers to the per-
formance of the system. Classifier systems and fuzzy



systems, therefore, contradict in this point. There is
a big difference in the selection scheme of a classifier
system and the fuzzy classifier system. Classifier Sys-
tems mostly select only one single rule and send its
action to the environment, they receive a payoff which
is directly applied to the selected classifier. The FCS
performs a sum-product inference on all firing clas-
sifiers, sending the generated action to the environ-
ment and receiving a payoff that must be distributed
to all selected classifiers. However, by selecting all
classifiers—good and bad ones—the outgoing mes-
sages to the environment become distorted and the
system is unable to determine which rules are good
and which are not.

We will introduce a modified version of the FCS to
overcome some drawbacks. This new system can be
seen as a fusion of Valenzuela-Rendón’s FCS [8] and
Bonarini’s ELF Algorithm [2]. The structure of the
fuzzy classifier system (similarly to Michigan classi-
fier system) is combined with the idea of competition
and cooperation and the cover-detector operation.

As a first important difference, the modified variant
uses fuzzy partitions consisting of trapezoidal mem-
bership functions instead of bell-shaped ones as in
[8, 7]. This adaptation grants already two minor im-
provements: a)We expect an easier interpretability of
the resulting rule base, b) fewer classifiers are acti-
vated during one learning step. The latter is due to the
given maximum of two active membership functions
for each variable. Whereas in the bell-shaped case all
membership functions have a truth value above zero
and are active all the time.

2.1 The Production System

In the suggested classifier system the structure of the
classifiers differs strongly from Valenzuela-Rendón’s
fuzzy classifier system: Not all fuzzy sets are repre-
sented in the binary condition and action string. In-
stead, only one fuzzy set per variable is addressed,
represented by an integer value. The position in the
condition string or integer list, respectively, corre-
sponds to the number of the input or internal variable.
Within the action, the number of the internal or out-
put variable is represented by the action tag. Consider
two input variablesx0 andx1 and one output variable
x2 which all have a partition with three component sets
(“low” = 0,“medium”= 1, and “high”= 2). An exam-
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Figure 1: The creation of fuzzy messages in the im-
proved FCS

ple of such a classifier would look as follows:

0 : 1,1 : 2/2 : 0

The corresponding decoded rule would be the follow-
ing:

“ if x0 is mediumand x1 is high then x2

should be low”

To be compatible with the coding of the rules, the in-
coming messages are structured like the action part of
the classifiers:

They consist of a tag which names the variable the
message corresponds to and an integer value which
represents the fuzzy set. For example, the message
2 : 1→ 0.5 means “the value of variable 2 is medium
with a degree of 0.5”. Note that this kind of message
is already a minimal message, so the evaluation of the
matching scheme and payoff distribution is simplified.
See Figure 1 for an example of the creation of fuzzy
messages.

The matching of the conditions is done in the follow-
ing way: The tag of the message is compared with the
tags of the conditions. Then the value of the condition
with the same tag is checked with the value from the
message. The condition matches the message if the
message value and the condition value correspond to
the same fuzzy set. The activity levela∈ [0,1] of the
condition is then set to the same degree as that of the
message. This is done for all messages and all classi-
fiers.

After the matching procedure the activity level of the
classifier is set to the minimum of all matching de-
grees of the conditions (i.e. conjunction by means of
the minimum t-norm). This activity levela of the clas-
sifier is then used as the degree of satisfaction for the
output message. Figure 2 gives an example of the
matching procedure.
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Figure 2: The matching procedure of the modified
fuzzy classifier system

For the case that no matching classifier is found, the
cover-detector operation is performed to create a new
classifier with a condition that matches the messages
and a randomly chosen action. This new classifier is
added to the classifier list, either as additional one or
as replacement for a weak classifier, similarly to ELF
[1, 2, 3].

Now let us turn to the most important modification—
the selection scheme:

In Valenzuela-Rend́on’s FCS, all matching classifiers
are allowed to fire and to send their action messages to
the output unit. The modified version uses another se-
lection scheme. If there are activated classifiers which
have the same condition and the same action tag (but
a different action value), a selection scheme is per-
formed (e.g. roulette wheel) according to the classi-
fiers strength. The winning classifier is then allowed
to post its message to the message list. With this
kind of selection, we have found a compromise be-
tween competition and cooperation of fuzzy rules with
some similarities to the ELF method (see [1, 2, 3]).
Fuzzy classifiers with the same condition and action
tag compete to post a message, and all others “work
together” to create the output of the classifier system
by a sum-prod inference.

2.2 Credit Assignment

The payoff distribution is solved in a very simple way.
All classifiers that did post a message receive a payoff
according to their activity level, that means the classi-
fier Ri (i index of rules in rule base) receives a payoff
Pi,t at time stept:

Pi,t = Pt ·ai,t ,

wherePt is the payoff from the environment at time
stept, andai,t is the activity level of the classifierRi

at time stept.

An active classifier has to pay a bid to be allowed to
post a message. For simplicity the bid is set to the
activity level of the classifier. With this bid and the
above payoff we can calculate the new strengthui,t+1

of the classifierRi :

ui,t+1 = ui,t −ai,t +Pt ·ai,t

Whereui,t is the current strength of the classifier. This
strength adjustment works properly, if the payoffPt ∈
[0, pmax] with maximal payoffpmax > 1 to allow an
increase of the classifiers strength.

2.3 Rule Discovery

The rule discovery system is similar to common clas-
sifier systems. Classifiers with a higher strength are
selected more often than weaker ones. The reproduc-
tion of the selected classifiers is done by crossover
and mutation. The crossover algorithm works on the
condition part only and is applied in case that there is
more than one condition per classifier.

3 Experimental Results

The modified FCS is employed in two different appli-
cation tasks. At first its behaviour as function approx-
imator is investigated, and then a more sophisticated
problem — the well known inverted pendulum — is
used as test environment for the FCS.

3.1 Function Approximation

To achieve comparable results, the same test functions
as proposed in [8] are applied to the modified FCS. It
should learn to approximate the following functions
(straight line and parabola):

x1 = f1(x0) = x0 (1)

x1 = f2(x0) = 4(x0−0.5)2 (2)

The payoff Pt is determined as in [8] byPt = P0 ·
(1− | f j(x0)− y|) with a constantP0 and j ∈ {1,2}
for (1) and (2) andy is the output value of the FCS.
During these testsP0 = 1.6 was chosen. After learn-
ing a given number of iterations, an evaluation cy-
cle is performed. To eliminate the random effect of
the roulette-wheel selection (which is mainly neces-
sary for exploration during the learning phase) two
evaluation scenarios have been considered. The first



Table 1: Classifier’s strengths after learningf1

classifierstrengthclassifierstrength
0:0/1:0 100.00 0:1/1:0 13.56
0:1/1:1 100.00 0:1/1:2 13.48
0:2/1:2 100.00 0:2/1:0 1.06
0:2/1:1 15.73 0:0/1:2 1.05
0:0/1:1 13.79

one allows just the the strongest rules to post their
messages. This leads to a linear interpolation of the
function with nodes (sampling points) at the positions
where the fuzzy sets have their maximum member-
ship degree. The other chosen evaluation allows all
rules to post their messages, but with a weighted ac-
tivity level according to their strength. In this case
the activity level is adjusted by the following formula:
ai,out = ( ui

uaverage
)2 ·ai,t with uaverage= ∑n

i=0ui andn is
the number of classifiers in the rule base. We will call
this evaluation “strength adjusted”. To allow a com-
parison with the results presented in [8], we will cal-
culate the absolute error by1

xf−x0

∫ xf
x0
| fout−y|dx, with

[x0,xf ] interval of x, fout output of classifier system,
and the actual valuey.

For the functionf1 of (1), a partition of 3 fuzzy sets
is used and all possible rules are stored in the clas-
sifier list. After 2000 iterations an evaluation was
performed. Using only the strongest classifiers a per-
fect interpolation is achieved with an absolute error of
0.0%. The “strength adjusted” evaluation had an er-
ror of 0.62%, compared to Valenzuela-Rendón’s FCS
which had an absolute error of 1.72% after 64000 cy-
cles. Table 1 shows the strength of the classifiers af-
ter the learning phase. The important rules have all
reached the maximum strength of 100, whereas the
others have a significant lower strength.

The functionf2 of (2) was approximated by the mod-
ified FCS with a partitioning of 5 fuzzy sets. Start-
ing with 18 randomly chosen classifiers, a genetic
operation (mutation with probabilitypm = 0.08) is
applied every 4000 iterations. In total 14000 iter-
ations are performed. The resulting absolute errors
are 4.18% for the evaluation with the strongest clas-
sifiers and 4.61% for the “adjusted strength” method.
Valenzuela-Rend́on’s FCS (in [8]) showed a slightly
better result with an absolute error of 3.76% after
54000 cycles. Using more than 5 fuzzy sets would de-
crease the absolute error below Valenzuela-Rendón’s
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Figure 3: Interpolation result of the evaluation off2
(with 5 fuzzy sets)

Table 2: Classifier’s strengths after learningf2

classifierstrengthclassifierstrength
0:0/1:4 152.23 0:2/1:1 59.64
0:0/1:3 43.14 0:2/1:3 1.89
0:0/1:2 16.30 0:2/1:4 1.06
0:1/1:1 201.06 0:3/1:1 131.81
0:1/1:0 121.57 0:3/1:0 71.37
0:1/1:2 50.97 0:3/1:2 43.71
0:1/1:3 7.22 0:4/1:4 172.70
0:1/1:4 1.43 0:4/1:2 16.73
0:2/1:0 370.86 0:4/1:1 6.16

FCS, as we would have a more accurate interpolation
due to the increased number of interpolation nodes.
For example tests with 7 sets led to an absolute error
of 1.85%. Figure 3 shows the interpolation result with
5 fuzzy sets and Table 2 shows the resulting classi-
fiers.

3.2 Inverted Pendulum

The FCS is also applied to an online learning task.
The inverted pendulum from [6] is chosen, where the
fuzzy partition and a perfect rule set are known. The
modified FCS should now try to balance the pendu-
lum of lengthl = 1 and massm = 1 by determining
a momentM. A friction coefficient ofk = 0.01 and a
random noise moment of varianceσ = 1 is applied to
the pendulum. The chosen time step∆t = 0.01. The
payoff of the environment for each time step is calcu-
lated byPt = 1+c·sgn(ϕi) ·(ϕi−1−ϕi), with the con-
stantc = 1000. The fuzzy classifier system receives
positive payoff from the environment if the messages
from the FCS cause a moment that moves the pole
nearer to the vertical position. The classifier consists
of two input variables (angleφ and angle velocitẏφ )
and one output variable (momentM).
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Figure 4: Results of the FCS eliminating 4 bad rules

Table 3: Classifier’s strengths of the “perfect set” and
4 bad rules

classifier strength classifier strength

0:3,1:3/2:3195.63 0:4,1:4/2:2 7.01
0:3,1:4/2:2 31.00 0:2,1:2/2:4 6.53
0:2,1:3/2:4 20.65 0:3,1:1/2:5 5.78
0:3,1:2/2:4 19.84 0:3,1:3/2:1 2.30
0:4,1:3/2:2 16.20 0:4,1:4/2:4 2.15
0:3,1:0/2:6 10.01 0:3,1:3/2:5 1.02
0:4,1:0/2:4 10.01 0:3,1:2/2:0 1.00

Two tests are performed. At first a complete perfect
fitting rule set (as in [6]) with four interfering bad
rules is taken as starting population for the system.
For the second test a random start population in the
classifier list is used.

In the first case (working with a perfect rule set and
four bad rules) 4000 iterations without any genetic al-
gorithm are performed to see if the system is capable
to eliminate the negative rules. The results are pre-
sented in Figure 4. After around 1000 iterations/time
steps and a lot of oscillations a stable state is achieved.

The resulting rule set is shown in Table 3 (only rules
at least activated once are presented) and the bad rules
are the last four with the lowest strength.
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Figure 5: Results of the FCS with a starting random
rule set of size 50

In the last test fifty randomly created classifiers are
used to learn and control the inverted pendulum.
10000 iterations are performed, crossover (with prob-
ability pC = 0.08) and mutation (pM = 0.02) was ap-
plied every 3000 time steps. Results are shown in
Figure 5. A cyclic behavior can be viewed. There
seems to be a negatively influencing rule moving the
pendulum into the negative direction, but after a high
negative angle is achieved the rules 0:1,1:1/2:6 and
0:2,1:2/2:5 are activated which move the pole back to
the center position. This happens 4 times until the
“bad” rule’s strength is reduced enough and a stable
state is achieved. The resulting rules after the 10000
iterations can be viewed in Table 4.

It has to be mentioned that if a random starting popu-
lation contains mainly false rules—as other tests have
shown— the FCS was not always able to find a proper
rule base.

4 Conclusion

This modified approach of the FCS deals with the
competition/cooperation dilemma by performing a se-
lection scheme to activated classifiers which have the
same condition and the same tag on the action side,
whereas the remaining classifiers cooperate via the in-
ference system to generate the output.



Table 4: Classifier’s strengths of the random rule base
after 10000 iterations

classifier strength classifier strength

0:2,1:5/2:4178.80 0:3,1:3/2:5 11.80
0:3,1:3/2:3157.09 0:4,1:2/2:5 10.79
0:2,1:4/2:4117.12 0:4,1:0/2:4 10.01
0:3,1:5/2:3 53.01 0:1,1:1/2:6 8.27
0:3,1:5/2:2 45.55 0:2,1:1/2:6 7.97
0:4,1:4/2:2 36.98 0:4,1:4/2:0 7.90
0:3,1:5/2:1 32.76 0:1,1:2/2:2 7.40
0:4,1:3/2:2 23.61 0:2,1:2/2:4 5.70
0:2,1:4/2:2 21.69 0:2,1:1/2:4 4.73
0:1,1:4/2:5 19.64 0:4,1:5/2:3 3.75
0:4,1:1/2:3 16.54 0:2,1:2/2:1 1.62
0:1,1:3/2:5 14.58 0:2,1:0/2:5 1.00
0:5,1:5/2:0 14.40 0:2,1:0/2:6 1.00
0:1,1:4/2:3 13.16 0:4,1:4/2:6 1.00
0:1,1:3/2:6 12.69 0:3,1:0/2:1 1.00
0:2,1:2/2:5 12.28 0:3,1:0/2:2 1.00
0:1,1:2/2:6 11.82 0:2,1:0/2:1 1.00

As shown in Section 3, the modified FCS is capable
to perform a refinement to a given rule base. Hence,
it can be seen as an optimization method for partly in-
correct rule bases. The starting population has a cru-
cial influence to the performing of the FCS. If a fitting
payoff scheme is found and at least some basic infor-
mation of the environment is known, the FCS seems
to be capable to improve the set of classifiers.

For future approaches it should be considered to com-
pletely remove the activity level from the payoff dis-
tribution scheme. A given rule which is the perfect
description of a given environmental state, but fires
with a low activity level will receive only a small re-
ward and its strength will keep low. The genetic al-
gorithm will most probably remove such classifiers
from the rule base, and essential information might
be lost. One possible solution for this problem is pre-
sented in [4]. It has to be investigated in further detail
how this approach can be introduced into the concept
of the modified FCS.
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