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Abstract

Building models for molecular properties and activities based on very few mea-
surements is a central problem in drug discovery. Almost all drug discovery
projects start with one or few known active molecules and face the problem of
selecting promising molecules for screening. Therefore, few-shot learning methods
have been introduced to computer-aided drug design, which have the potential
to improve this critical phase of the drug discovery process. However, it is cur-
rently unclear how they relate to each other and how they compare to classical
chemoinformatics methods, such as Similarity Search. In this work, we present a
generalized framework, by which we can explain the relation of few-shot learning
methods in drug discovery. This framework reveals under-explored architectures
and relations to classical chemoinformatics methods. Experiments on the few-shot
benchmarking dataset FS-Mol show that classic chemoinformatics methods out-
perform several recent few-shot learning methods and suggest novel promising
architecture designs.

1 Introduction

To improve human health, combat diseases and tackle pandemics, there is a steady need of discovering
new drugs in a fast and efficient way. The drug discovery process is time-consuming and cost-intensive
(Arrowsmith, 2011). Deep Learning methods have recently been shown to reduce time and monetary
resources (Mayr et al., 2018; Chen et al., 2018; Walters and Barzilay, 2021), diminishing the required
number of synthesized molecules and wet-lab measurements (Merk et al., 2018; Schneider et al.,
2020). These Deep Learning models usually just rely on molecular information about the ligands, on
which they are trained to yield highly accurate property and activity prediction (Mayr et al., 2020;
Yang et al., 2019), generative (Segler et al., 2018a; Gómez-Bombarelli et al., 2018) or synthesis
models (Segler et al., 2018b; Seidl et al., 2021).

Deep Learning methods are data-hungry (Marcus, 2018) and thus require large amounts of
biological measurements. However, for Deep Learning-based activity and property prediction to
reach high predictive performance, hundreds or thousands of data points per task are required. For
example, well-performing predictive models for activity prediction tasks of ChEMBL have been
trained with an average of 3,621 activity points per task, i.e. drug target, by Mayr et al. (2018). The
ExCAPE-DB dataset provides on average 42,501 measurements per task (Sun et al., 2017). Wu
et al. (2018) published a large scale benchmark for molecular machine learning, including among
others prediction models for the SIDER dataset with an average of 5,187 data points, Tox21 (Huang
et al., 2016; Mayr et al., 2016) with on average 9,031, and ClinTox (Wu et al., 2018) with 1,491
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measurements per task. However, for many drug targets the amount of available measurements is very
limited (Stanley et al., 2021; Altae-Tran et al., 2017; Waring et al., 2015) because of the resources
required for in-vitro experiments. Therefore, methods that can exploit few measurements to build
valuable property and activity prediction models are required. This problem of efficiently training
models with few available data points is the focus of the machine learning areas of meta-learning
(Schmidhuber, 1987; Bengio et al., 1990; Hochreiter et al., 2001) and few-shot learning (Miller
et al., 2000; Bendre et al., 2020; Wang et al., 2020).

Few-shot learning methods tackle the central low-data problem in drug discovery. Few-shot
learning methods have been predominantly developed and tested on image datasets (Bendre et al.,
2020; Wang et al., 2020), and have recently been adapted to drug discovery problems (Adler et al.,
2020; Stanley et al., 2021; Altae-Tran et al., 2017). Few-shot learning methods are usually classified
into four categories according to their main approach to tackle the low-data problem (Bendre et al.,
2020; Wang et al., 2020). a) Data-augmentation-based approaches tackle the problem of little data
by augmenting the available samples and generating new, more diverse data points (Chen et al.,
2020; Zhao et al., 2019; Antoniou and Storkey, 2019). b) In embedding-based and nearest neighbour
approaches, representations in a meaningful embedding space are learned. By comparing these
embeddings, low-shot predictions for new input data can be realized. For Matching Networks
(Vinyals et al., 2016), e.g., an attention mechanism, which rely on these embeddings, is the basis for
the predictions. Prototypical Networks (Snell et al., 2017) create prototype representations for each
class, using the above mentioned representations in the embedding space. c) In optimization-based
or fine-tuning methods, a meta-optimizer focuses on efficiently navigating the parameter space, for
example, by learning initial weights that can be adapted to a novel task by few optimization steps
(Finn et al., 2017). d) Semantic-based approaches use additional given semantics together with the
input data to learn or to optimize for new tasks (Schwartz et al., 2019; Li et al., 2019). In the field of
drug discovery, Adler et al. (2020) proposed a method for cross-domain few-shot learning based on
representation fusion. Nguyen et al. (2020) evaluated the applicability of MAML and MAML variants
to GNNs and Guo et al. (2021) also combine GNNs and meta-learning. Altae-Tran et al. (2017)
suggested an approach called Iterative Refinement Long Short-Term Memory, in which embeddings
of the support set molecules are learned. Recently, Stanley et al. (2021) generated a benchmark
dataset for few-shot learning methods in drug discovery and provided some baseline results. However,
it is still unclear how these methods are connected to classic chemoinformatics techniques, such
as Similarity Search, that have previously been used for few-shot learning (Cereto-Massagué et al.,
2015). Therefore, we suggest a generalized framework for embedding-based few-shot learning
models and present strong new baselines for the FS-Mol dataset (Stanley et al., 2021).

In this work, our contributions are the following:

• We present a framework for embedding-based few-shot learning methods in drug discovery,
from which classic chemoinformatics and Deep Learning methods arise as special cases.

• We provide additional baseline methods for the few-shot learning dataset FS-Mol.
• Our experiments show that a neural variant of Similarity Search performs best on the

benchmarking dataset FS-Mol.

2 Problem setting

Drug discovery projects revolve around models g(m) that can predict a molecular property or activity
ŷ given an input molecule m from a chemical spaceM. We consider machine-learning models
ŷ = gw(m) with adaptive parameters w that have been found on a training dataset. For property
prediction based on Deep Learning, the models typically comprise an adaptive molecule encoder
hmol : M → Rd. The molecule encoder can operate on different low-level representations of
molecules, such as molecular descriptors (Bender et al., 2004; Unterthiner et al., 2014; Mayr et al.,
2016), SMILES (Weininger, 1988; Mayr et al., 2018; Winter et al., 2019; Segler et al., 2018a), or
molecular graphs (Merkwirth and Lengauer, 2005; Kearnes et al., 2016; Yang et al., 2019; Jiang et al.,
2021) and could be pre-trained on related property prediction tasks.

For few-shot learning, the goal is to generate a good predictive model based on a small set of
moleculesX = {x1, . . . ,xN}with associated measurements y = {y1, . . . , yN}. The measurements
are usually assumed to be binary yn ∈ {−1, 1}, corresponding to inactive and active molecules. This
set Z = {X,y} is called the support set and assumed to be sampled from a prediction task. Because
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N is small, the usual strategy to adapt the parameters w of the model gw from scratch to the given
support set does not perform well. Therefore, few-shot learning methods use more prudent strategies
to utilize the support set, for example fine-tuning the parameters of a pre-trained model, which we
will detail in the following.

3 Drug-target association models: A generalized framework for
embedding-based few-shot learning methods in drug discovery

We will show that embedding-based few-shot learning models gw(m,Z) in drug discovery have the
following principle structure, from which several classic chemoinformatics methods and few-shot
learning methods arise as special cases:

ŷ = gw(m,Z) = hassoc
(
hmol(m), hmem(Z)

)
, (1)

wherem is the input molecule, Z is the support set, and ŷ is the prediction for the given molecule.
The association function hassoc, the molecule encoder function hmol, and the memory encoder
function hmem can be chemoinformatics operations, such as descriptor or similarity calculation, or
Deep Learning layers. With particular choices of these three functions, both traditional and recent
few-shot learning methods can be recovered. The support set Z can be considered as an external
memory (Wang et al., 2020), which is accessed by different mechanisms. With this perspective,
gw(m,Z) can be interpreted as a drug-target association model, in which a target corresponds to a
few-shot task, which is represented by the samples in the memory Z = {X,y}. In the following, we
demonstrate that embedding-based few-shot methods arise as special cases from this framework.

From Eq. (1), it is evident that there are two basic categories of this architecture: a) Pooling across
samples in the support set is performed by hmem and hassoc associates the given molecule m
with a representation of the support set, or b) pooling is performed later. hmem procures updated
representations of the support set molecules and hassoc associates the given molecule with the
molecules in the support set and pools afterwards. Both strategies exist for the classic Similarity
Search (see below) as well es for the Deep Learning based few-shot methods, such as Matching
Networks and Prototypical Networks (see further below).

Similarity Search. Similarity Search (Cereto-Massagué et al., 2015) is a classic chemoinformatics
technique used in situations in which a single or few actives are known. In the simplest case,
molecules that are similar to a given active molecule are searched by computing a fingerprint or
descriptor-representation hdesc(m) of the molecules and using a similarity measure k(., .), such as
Tanimoto Similarity(Tanimoto, 1960). Thus, the Similarity Search as used in chemoinformatics can
be formally written as:

ŷ = 1/N

N∑
n=1

yn k(hdesc(m),hdesc(xn)), (2)

where the function hdesc maps the molecule to its chemical descriptors or fingerprints and takes the
role of both the molecule encoder hmol and the memory encoder hmem. The association function
hassoc consists of a) the similarity measure k(., .) and then b) mean pooling across molecules
weighted by their similarity and activity.

Notably, there are many variants of Similarity Search (Cereto-Massagué et al., 2015; Wang et al.,
2010; Eckert and Bajorath, 2007; Geppert et al., 2008; Willett, 2014; Sheridan and Kearsley, 2002;
Riniker and Landrum, 2013) of which some correspond to recent few-shot learning methods with a
fixed molecule encoder. For example, Geppert et al. (2008) suggest to use centroid molecules, i.e.
prototypes or averages of active molecules, which is equivalent to the idea of Prototypical Networks
(Snell et al., 2017). Riniker and Landrum (2013) are aware of different fusion strategies for sets of
active or inactive molecules, which corresponds to different pooling strategies of the support set.
Overall, the variants of the classic Similarity Search are highly similar to embedding-based few-shot
learning methods except that they have a fixed instead of a learned molecule encoder.

Neural Similarity Search and Siamese Neural Networks. In contrast to the classic Similarity
Search that uses fixed molecule encoders, a neural variant arises naturally, in which the molecule
encoder and the memory encoder are learned on a training set. If these encoder share weights,
the approach is known as metric learning with Siamese Networks (Koch et al., 2015; Hertz et al.,
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2006; Ye and Guo, 2018) and has been suggested for drug discovery by Torres et al. (2020), using
Convolutional Neural Networks as molecule encoders. hassoc consists of three functions which
are firstly a distance or similarity metric, secondly mean pooling over the labels of the support set
molecules weighted by their similarity values and thirdly the sigmoid function (Koch et al., 2015). In
this work, we implemented a variant of Neural Similarity Search (Section 4) and our experiments
show that this is the best-performing few-shot method on the FS-Mol dataset (Section 5).

Matching Networks. For Matching Networks (Vinyals et al., 2016), hmol and hmem map the input
molecule and the support set molecules to embeddings. hassoc consists of three parts. Firstly, the
representation of the input molecule is updated, using an attention-enhanced LSTM (Hochreiter and
Schmidhuber, 1997; Vinyals et al., 2015, 2016) variant. Secondly, attention weights are computed,
based on the updated input molecule embedding and the support set molecule representations. In
a third step, these attention weights are used to compute a weighted sum over the activity labels
(Appendix A.1.1).

IterRefLSTM. Altae-Tran et al. (2017) modified the idea of Matching Networks by replacing the
LSTM with their Iterative Refinement Long Short-Term Memory (IterRefLSTM). The use of the
IterRefLSTM empowers hassoc to update not only the embeddings for the input molecule but also
adjust the representations of the support set molecules (Appendix A.1.2).

Prototypical Networks (ProtoNet) (Snell et al., 2017) also include a molecule encoder hmol and
a memory encoder hmem. In contrast to models which associate the input molecule with a set of
molecules in the embedding space, the memory encoder returns prototypical representations of each
class by class-wise building the mean across all related support set molecules in the embedding space.
These prototypical representations build together with the query molecule embedding the inputs for
hassoc (Appendix A.1.3).

4 Neural Similarity Search variant

As noted above, a lot of related work (Koch et al., 2015; Hertz et al., 2006; Ye and Guo, 2018; Torres
et al., 2020) already was done. We adapted these ideas, such that a fully-connected Deep Neural
Network followed by a Layer Normalization operation, hw, is used in a Siamese fashion to compute
the representations for the input molecule and the support set molecules. Within the association
function block, pairwise similarity values for the input molecule and each support set molecule are
computed, associating both embeddings via the dot product. Based on these similarity values, the
activity for the input molecule is predicted, building the weighted mean over the support set molecule
labels:

ŷ = σ

(
c · 1/N

N∑
n=1

yn · hw(m)T · hw(xn)

)
, (3)

where σ is the sigmoid function and c is a constant set to 1 divided by the embedding space dimension.
The hyperparameters for the fully-connected Deep Neural Network can be found in the Appendix
(A.3). Figure 1 provides an schematic overview of the Neural Similarity Search variant.

5 Experiments and results

Dataset. We use the benchmark dataset FS-Mol (Stanley et al., 2021), that has been suggested to
evaluate few-shot learning methods in drug discovery (details in Section A.2).

Methods compared. We implemented the classic chemoinformatics technique "Similarity Search"
as baseline to compare it to the methods originally included in Stanley et al. (2021). Furthermore, we
compared the neural variant of the similarity search ("Neural Similarity Search"). The architectures
and hyperparameters are reported in the Appendix (A.3). All hyperparameters were selected on the
validation set provided by FS-Mol.

Multi-Task Pretraining. We pretrained both architectures on the predefined training fold, using a
mini-batch size of 4096. As all available data points in the training set were shuffled, each mini-batch
consists of data points from multiple tasks.
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Figure 1: Schematic overview of the implemented Neural Similarity Search variant

Table 1: Results on FS-MOL [∆AUC-PR]. The best method is marked bold. Error bars represent
standard errors across tasks according to Stanley et al. (2021).

Method All Kinases Hydrolases Oxidored

Random Forest (Stanley et al., 2021) .092 ± .007 .081 ± .009 .158 ± .028 .080 ± .029
GNN-ST (Stanley et al., 2021) .029 ± .004 .027 ± .004 .040 ± .018 .020 ± .016
GNN-MT (Stanley et al., 2021) .093 ± .006 .093 ± .006 .108 ± .025 .053 ± .018
MAT (Stanley et al., 2021) .052 ± .005 .043 ± .005 .095 ± .019 .062 ± .024
GNN-MAML (Stanley et al., 2021) .159 ± .009 .177 ± .009 .105 ± .024 .054 ± .028
ProtoNet (Stanley et al., 2021) .207 ± .008 .215 ± .009 .209 ± .030 .095 ± .029
Similarity Search (this work) .118 ± .011 .113 ± .008 .117 ± .009 .157 ± .012
Neural Similarity Search (this work) .223 ± .011 .219 ± .011 .223 ± .011 .322 ± .011

Support sets for validation and test tasks. For each task, eight active and eight inactive molecules
are drawn for the support set from all available data points. All other measurements are used for the
performance evaluation.

Results. The results in terms of area-under-precision-recall curve (AUC-PR) are presented in Table 1,
where the difference to a random classifier is reported (∆AUC-PR). The standard error is reported
across tasks. Additionally, the variability across drawn support sets and training re-runs can be
found in the Section A.4. Notably, the classic Similarity Search has outperformed most few-shot
learning methods, such as single-task methods (RF, GNN-ST) and multi-task pretraining methods
(GNN-MT, MAT). The variant of the Neural Similarity Search has outperformed all previously
suggested methods (p-value .03, Binomial test across re-runs).

Conclusion. Our work has connected the chemoinformatics and the Deep Learning field concerning
few-shot drug discovery methods. Our generalized framework readily suggest new architectures, of
which we have implemented some as additional baselines for the FS-Mol benchmarking dataset. We
envision that our work initiates ideas for new architectures for few-shot drug discovery methods.
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A Appendix

A.1 Drug-target association models: A generalized framework for embedding-based
few-shot learning methods in drug discovery

To simplify notation, we use hmem in two different settings, i. e. hmem (X) = hw(X) and
hmem (Z) = (hw(X),y). The input argument indicates which function is meant.

A.1.1 Matching Networks

Let hmol := hw1
and hmem := hw2

be the encoder functions for the input molecule m and the
support set moleculesX , respectively.

We denote:
m0 :=hmol(m),

H0 :=hmem(X),

where hmem is applied element-wise to all molecules stored inX .

Furthermore, we define:
hassoc,1 :

(
m0,H0

)
7→ (m∗)

m∗ = attLSTML

(
m0,H0

)
.

Here, m∗ represents the updated representations of the input molecule. attLSTM denotes the
attention-enhanced LSTM network (Vinyals et al., 2015, 2016). The hyperparameter L ∈ N defines
the fixed number of unrolling steps of the attLSTM.

We introduce:
hassoc,2 :

(
m∗,H0

)
7→ a

a = softmax
(
k
(
m∗,H0

))
.

For the computation of the attention values a, the softmax function and the cosine similarity function
k is used. These attention values are used for the weighted sum over the support set labels to make
the final prediction ŷ:

hassoc,3 : (y,a) 7→ ŷ ∈ R

ŷ =

N∑
i=1

ai · yi.

We combine hassoc,1, hassoc,2 and hassoc,3 and name the resulting function hassoc.

A.1.2 IterRefLSTM

This approach is connected and thus similar to Matching Networks (Section A.1.1). Altae-Tran et al.
(2017) replaced the attLSTM by their IterRefLSTM to be able to also update the support set molecule
embeddings.

hmol := hw1
and hmem := hw2

are GNNs which work as encoder functions for the input molecule
m and the support set moleculesX .

We denote:
m0 :=hmol(m),

H0 :=hmem(X),

where hmem is applied element-wise to all molecules stored inX .

Furthermore, we define:
hassoc,1 :

(
m0,H0

)
7→ (H∗,m∗)

(H∗,m∗) =IterRefLSTML

(
m0,H0

)
.
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Here, m∗ and H∗ contain the updated representations for the input molecule and the support set
molecules. The IterRefLSTM denotes the function which updates these representations. For details,
we refer to Altae-Tran et al. (2017). The hyperparameter L ∈ N controls the number of iteration
steps of the IterRefLSTM.

hassoc,2 : (m∗,H∗) 7→ a

a = softmax (k (m∗,H∗)) .

For the computation of the attention values a, the softmax function used. k is a similarity metric.
Then, the attention values are used for the weighted sum over the support set labels to make the final
prediction ŷ:

hassoc,3 : (y,a) 7→ ŷ ∈ R

ŷ =

N∑
i=1

ai · yi.

We combine hassoc,1, hassoc,2 and hassoc,3 and name the resulting function hassoc.

A.1.3 Prototypical Networks

We define a suitable embedding function hw with learnable parameters w:

hmol ≡ hw.

We consider the subsets of the support set Z = {(x, y)|x ∈X, y ∈ y}:
Z+ :={(x, y) ∈ Z|y = 1},
Z− :={(x, y) ∈ Z|y = −1}.

and define:
hmem : Z 7→(r+, r−)

r+ =
1

|Z+|
·
∑

(x,y)∈Z+

hw(x)

r− =
1

|Z−|
·
∑

(x,y)∈Z−

hw(x),

where r+ and r− are the prototypical representations of the active and inactive molecules in the
support set. The core of the memory encoder function hmem is the embedding function hw, which
means that hmol and hmem use weight sharing. Let d be a distance metric. We define:

hassoc :
(
hw(m), r+, r−

)
7→ ŷ ∈ R

ŷ =
exp(−d(hw(m), r+))

exp(−d(hw(m), r+)) + exp(−d(hw(m), r−))
,

where ŷ is the prediction for the input moleculem and exp is the exponential function.

A.2 Details on the dataset

We use the benchmark dataset FS-Mol (Stanley et al., 2021), which was originally extracted from
ChEMBL27 (Mendez et al., 2019). In total, 489,133 measurements, 233,786 compounds and 5,120
tasks are available. Per task, the mean number of data points is 94. The dataset is well balanced,
which means that, per task, the mean ratio of active molecules and inactive molecules is 1.

Data split

The FS-Mol benchmark dataset already includes a training, validation and test split, guaranteeing
disjoint task sets (Stanley et al., 2021). We use this data split and therefore ensure a fair method
comparison with the methods included in FS-Mol.
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Hyperparameter Explored values

Number of hidden layers 1, 2, 4
Number of units per hidden layer 1024, 4096
Output dimension 512, 1024
Activation function ReLU, SELU
Learning rate 0.0001, 0.001, 0.01
Optimizer Adam
Weight decay 0, 1 · 10−4

Mini-batch size 4096
Input Dropout 0.1
Dropout 0.5
Layer-normalization False, True
- Affine False
Similarity function cosine similarity, dot product, MinMax similarity

Table 2: Hyperparameter space considered for model selection. The hyperparameters of the best
configuration are marked bold.

Descriptors

Stanley et al. (2021) precomputed extended connectivity fingerprints (ECFP) (Rogers and Hahn,
2010) and key molecular physical descriptors, which were defined by RDKit. We use these descriptors
as inputs for our methods. Therefore, no additional, external information about molecules or tasks
was added.

A.3 Neural Similarity Search: Details on architectures and hyperparameters

The core of our implementation is a descriptor-based fully-connected Deep Neural Network with
scaled exponential units (Klambauer et al., 2017), which is used as the molecule encoder and the
memory encoder in a Siamese Network fashion. Then, the representations for the input molecule and
the support set molecules are transformed by the Layer Normalization (Ba et al., 2016) operation and
associated via the dot product. Finally, the raw prediction value is scaled between zero and one by
the sigmoid function σ. We trained the networks using the Adam optimizer (Kingma and Ba, 2014)
to minimize binary cross-entropy loss.

Hyperparameter search

We performed manual hyperparameter search on the validation set. We report the explored hyperpa-
rameter space (Table 2). Bold values indicate the selected hyperparameters for the final model.

Association functions

Searching for suitable hyperparameters for the final Neural Similarity Search architecture, we explored
different choices for similarity functions within the association function hassoc, which are the cosine
similarity, the dot product and a function called MinMax similarity (Ralaivola et al., 2005). In case of
dot product as similarity measure and with shared encoder, Neural Similarity Search could also be
considered as a Prototypical Network (see above).

The MinMax similarity measure is a generalization of the Tanimoto similarity to continuous values
(Ralaivola et al., 2005; Li, 2016) given by:

k(u,v) =

∑N
i=1 min(ui, vi)∑N
i=1 max(ui, vi)

.

A.4 Additional results

To assess the variability of the method across different support sets and re-runs, we both selected
multiple support sets (see Table 3) and we trained the model with five different seeds (see Table 4).
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During test time, five different seeds are used to draw different support sets. For this experiment, we
randomly chose a trained model for the classic Similarity Search as well as for the Neural Similarity
Search variant.

Table 3: Results for different support sets reported for all tasks [∆AUC-PR]

Method Mean±Std Seed 1 Seed 2 Seed 3 Seed 4 Seed 5

Similarity Search (this work) .118 ± .003 .118 .122 .113 .121 .118
Neural Similarity Search (this work) .222 ± .003 .223 .221 .221 .217 .227

The classic Similarity Search method does not include trainable parameters. Therefore, variability
across training re-runs are just reported for the Neural Similarity Search method.

Table 4: Results for different training runs reported for all tasks [∆AUC-PR]

Method Mean±Std Seed 1 Seed 2 Seed 3 Seed 4 Seed 5

Neural Similarity Search (this work) .220 ± .005 .223 .219 .211 .224 .221
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