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Abstract. Model-Driven Engineering (MDE) places models as first-
class artifacts throughout the software lifecycle. In this context, model
transformations are crucial for the success of MDE, being comparable in
role and importance to compilers for high-level programming languages.
Thus, several model transformation approaches have been developed in
the last decade, whereby originally most of them are based on the ab-
stract syntax of modeling languages. However, this implementation spe-
cific focus makes it difficult for modelers to develop model transforma-
tions, because they are familiar with the concrete syntax but not with
its computer internal representation.
To tackle this problem, model transformation by-example approaches
have been proposed which follow the same fundamental idea as query
by-example and programming by-example approaches. Instead of using
the computer internal representation of models, examples represented
in concrete syntax are used to define transformations. Because different
transformation scenarios occur in MDE, different by-example approaches
have been developed. This chapter gives an overview on the emerging
concepts, techniques, and approaches in this young by-example area.

Keywords: model transformation, by-example, model-driven engineer-
ing

1 Introduction

Model-Driven Engineering (MDE) places models as first-class artifacts through-
out the software lifecycle [7, 16, 38]. In this context, model transformations [39]
are crucial for the success of MDE, being comparable in role and importance to
compilers for high-level programming languages, for bridging the gap between
design and implementation. Thus, several model transformation approaches (cf.
[13] for an overview) have been developed in the last decade, whereas most of
them are based on the abstract syntax of modeling languages which is defined by
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so-called metamodels [26]. Metamodels describe by a limited set of UML class
diagram concepts the object structure for computer internally representing and
persisting models. However, this implementation specific focus makes it difficult
for modelers to develop model transformations, because modelers are mainly fa-
miliar with the concrete syntax of the modeling languages (i.e., their notation)
and not with their metamodels. This is aggravated by the fact that metamodels
may become very large: for instance, the UML 2 metamodel [34] has about 260
metamodel classes [30]. Moreover, some language concepts, which have a partic-
ular representation in the concrete syntax, are not even explicitly represented
in the metamodel. Instead, these concepts are hidden in the metamodel and
may only be derived by using specific combinations of attribute values and links
between objects [20]. Thus, they are often hard to discover as illustrated in the
example in Fig. 1.

Student1 *Professor examines

Concrete
Syntax

examiner examineename name

Professor:Class

name:Property name:Property

Student:Class
examines:Assoc

Abstract 
Syntax examiner:Propertyexaminee:Property

examines:Assoc

Fig. 1: Gap between user intention and computer internal representation

To tackle this problem, model transformation by-example (MTBE) approaches
[45, 47] have been proposed which follow the same fundamental idea as query by-
example developed for querying database systems by giving examples of query
results [48] and programming by-example for demonstrating actions which are
recorded as replayable macros [29]. This means, instead of using the computer
internal representation of models, MTBE allows to define transformations using
examples represented in concrete syntax. Consequently, the modeler’s knowledge
about the notation of the modeling language is sufficient.

Because different transformation scenarios occur in MDE [31], different MTBE
approaches have been developed in the last years. In general, two kinds of ap-
proaches may be distinguished: (i) Approaches following a demonstration-based
approach, meaning that model transformations are demonstrated in the model-
ing editor by modifying example models. These modifications are recorded and
from the concrete changes, the general transformation is derived which may be
replayed on other models as well. (ii) Approaches which follow a correspondence-
based approach. Instead of demonstrating the transformation in modeling edi-
tors, the input model, the output model as well as the correspondences between
them have to be given by the user. For both kinds, a multitude of approaches
have been proposed during the last years [4, 8, 14, 17, 23, 27, 43, 45, 47].



2 MDE in a Nutshell

Before MTBE is presented, the prerequisites, i.e., the core techniques of MDE,
are explained. First, the essence of modeling language engineering is outlined to
illustrate how models are represented in the context of MDE, and subsequently,
the main principles and patterns of model transformations are introduced.

2.1 Modeling Language Engineering

Modeling language engineering in MDE comprises at least two components [24].
First, the abstract syntax of a language has to be defined by a metamodel, i.e.,
a model defining the grammar of the language. Second, to make a language
more usable, a mapping of abstract syntax elements to concrete syntax elements
(such as rectangles, edges, and labels) has to be provided. In the following, an
example-based description of defining a modeling language is given.

Abstract Syntax. Similar as EBNF-based grammars [18] for programming
languages, metamodels represent the concepts and their interrelationships of
modeling languages. The most widely used formalism to define metamodels in
MDE is the Meta Object Facility [33] (MOF), which is a standardized language
to define modeling languages based on the core concepts of UML class diagrams
(classes, attributes, and references). In the upper part of Fig. 2, an excerpt of
the kernel of the UML metamodel is represented in terms of MOF concepts.

The aim of metamodeling lies primarily in defining modeling languages in an
object-oriented manner leading also to efficient repository implementations for
storing and retrieving models. This means that in a metamodel not necessarily
all modeling concepts are represented as first-class citizens. Instead, the concepts
are frequently hidden in attributes and in references. We call this phenomenon
concept hiding (cf. [20] for an in-depth discussion).

By instantiating metamodels, models are created. An instantiation is repre-
sented by a UML object diagram comprising of objects as instances of classes,
values as instances of attributes, and links as instances of references as e.g.,
depicted in the middle part of Fig. 2. It has to be noted that in contrast to
EBNF-based grammars, metamodels do not define the concrete syntax of the
languages. Thus, only generic object graphs as depicted in the middle part of
Fig. 2 may be created. The concrete syntax has to be defined in addition to the
metamodel which is explained next.

Concrete Syntax. The concrete syntax of modeling languages [2] comprises in
most cases graphical elements such as ellipse, label, and rectangle, which may
be further combined to more complex forms. The actual notation of modeling
concepts is defined by a mapping of abstract syntax elements to concrete syntax
elements. The mappings may be expressed in triples of the following form:

Triple :=< as E, cs E, const(as E)? > (1)

The first part as E stands for an element of the abstract syntax, the second
cs E for an element of the concrete syntax, and the last const(as E) stands
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Fig. 2: (Meta)modeling: (a) UML Metamodel Kernel, (b) Example Model in AS,
and (c) Example Model in CS

for an optional constraint, mostly defined in the Object Constraint Language
(OCL) [36], that defines under which conditions, i.e., links and attribute values
of an as E element, this element is represented by a cs E element. In case no
constraint is defined, there is a one-to-one mapping between an abstract syntax
element and a concrete syntax element, i.e., the concept defined in the metamodel
is directly represented by one concrete notational element. However, the other
case is the more interesting one in the context of MTBE. The presence of a
constraint defines a new concept for the notation layer, which is not explicitly
represented by one of the metamodel classes. Consequently, when defining model
transformations based on the abstract syntax, the constraints for these concepts
must be defined by the user. This is a tedious and error-prone task that requires
excellent knowledge about the metamodel.

When considering our running example, for instance, the Class concept is
mapped to Rectangle and Class.name is mapped to Label. By using such
mappings, the UML object diagram shown in the middle part of Fig. 2 may be
rendered as shown in the lower part of Fig. 2 by graphical modeling editors.

2.2 Transformation Engineering

In general, a model transformation takes a model as input and generates a model
as output1. Mens et al. [31] distinguish between two kinds of model transfor-
mations: (i) exogenous transformations a.k.a. model-to-model transformations

1 Also several input models and output models may be possible, but in the scope of
this paper, such settings are not considered.



or out-place transformations, in which the source and target metamodels are
distinct, e.g., transforming UML class diagrams to relational models, and (ii)
endogenous transformations a.k.a. in-place transformations, in which the source
and target metamodels are the same, e.g., a refactoring of a UML class diagram.
In the following, we elaborate on these two kinds in more detail.

Exogenous Transformations. Exogenous transformations are used both to
exploit the constructive nature of models in terms of vertical transformations,
thereby changing the level of abstraction and building the bases for code gener-
ation, and for horizontal transformation of models that are at the same level of
abstraction [31]. Horizontal transformations are of specific interest to realize dif-
ferent integration scenarios, e.g., translating a UML class model into an Entity
Relationship (ER) model. In vertical and horizontal exogenous transformations,
the complete output model has to be built from scratch.

Endogenous Transformations. In contrast to exogenous transformations,
endogenous transformation only rewrite the input model to produce the output
model. For this, the first step is the identification of model elements to rewrite,
and in the second step these elements are updated, added, and deleted. Endoge-
nous transformations are applied for different tasks such as model refactoring,
optimization, evolution, and simulation, to name just a few.

Model Transformation Languages. Various model transformation approaches
have been proposed in the past decade, mostly based on either a mixture of
declarative and imperative concepts, such as ATL [19], ETL [25], and RubyTL
[12], or on graph transformations, such as AGG [44] and Fujaba [32], or on re-
lations, such as MTF2 and TGG [1]. Moreover, the Object Management Group
(OMG) has published the model transformation standard QVT [35] which is cur-
rently only partly adopted by industry. Summarizing, all approaches describe
model transformations by rules using metamodel elements, whereas the rules
are executed on the model layer for transforming a source model into a target
model. Rules comprise in-patterns and out-patterns. The in-pattern defines when
a rule is actually applicable as well as retrieves the necessary model elements
for computing the result of a rule by querying the input model. The out-pattern
describes what the effect of a rule is, such as which elements are created, up-
dated, and deleted. All mentioned approaches are based on the abstract syntax
of modeling languages only, and the notation of the modeling language is totally
neglected.

Defining model transformations by using the abstract syntax of modeling
languages comes on the one hand with the benefit of the generic applicability.
On the other hand, the creation of such transformations is often complicated and
their readability is much lower compared to working with the concrete syntax
[3, 28, 41, 45, 46]. Therefore, MTBE approaches have been proposed to use the
concrete syntax of modeling languages for defining model transformations. In
the following two sections, we present the essence of MTBE for endogenous
transformations as well as for exogenous transformations.

2 http://www.alphaworks.ibm.com/tech/mtf



3 MTBE for Endogenous Transformations

For endogenous transformations, two dedicated by-example approaches [8, 43]
have been proposed in the last years that can be seen as a special kind of MTBE
called Model Transformation By Demonstration (MTBD). MTBD exploits the
edit operations demonstrated on an example model in order to obtain transfor-
mation specifications that are also applicable to other models. Interestingly, no
correspondence-based approach has been proposed for endogenous transforma-
tions, so far. In the following, we present the common process of both MTBD
approaches for specifying an endogenous transformation by demonstration and
show how this process is applied to a concrete model refactoring example. Fi-
nally, we conclude this section by elaborating on the peculiarities of both MTBD
approaches.

3.1 Process

In general, the MTBD process consists of two phases: (1) demonstrating the edit
operations and (2) the configuration and generation of the general transforma-
tion. This process is illustrated in Fig. 3, which is explained in the following
step-by-step.

Phase 1: Modeling. In the first step, the user creates a model in the con-
crete syntax of the modeling language in her familiar modeling environment.
This model comprises all model elements which are required to apply the trans-
formation. The output of this step is called the initial model. In the second step,
the user performs the complete transformation on this initial model by applying
all necessary atomic operations, again in the concrete syntax. The output of this
step is the revised model and a change model containing all changes that have
been applied to the initial model during the demonstration. This change model
together with the initial model and the revised model is the input for the second
phase of the transformation specification process.

Phase 2: Configuration & Generation. In the second phase, an initial
version of the transformation’s pre- and postconditions is inferred by analyzing
the initial model and the revised model, respectively. These automatically gen-
erated conditions from the example might not entirely express the intended pre-
and postconditions of the transformation. Therefore, they only act as a basis for
accelerating the transformation specification process and can be refined by the
user in the next step and additional conditions may be added. After the revision
of the conditions is finished, the transformation is generated from the change
model and the revised pre- and postconditions.

3.2 Example

For exemplifying the presented MTBD process, a transformation for a simplified
UML Class Diagram refactoring, namely “Extract Class” [15], is used. The aim
of the refactoring is to create a new class and move the relevant attributes from
an existing class into the new class.
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Fig. 3: MTBE Process for Endogenous Transformations

The transformation is demonstrated in Fig. 4(a). The user models the ini-
tial situation by introducing one class containing one attribute. Then, the user
demonstrates the transformation by introducing another class and an association
with two roles and, finally, the user moves the attribute to the newly introduced
class. From this demonstration, the change model shown in Fig. 4(c) is obtained.
For readability purposes, the changes are structured according to the container
hierarchy of the model elements.

In addition to the change model, pre- and postconditions are derived from
the initial and revised models, respectively. Subsequently, the user may fine-tune
the inferred conditions by activating, deactivating, or modifying conditions as is
depicted in Fig. 4(b). On the precondition side of our example, the name of a
class and whether it is abstract or not does not matter. Furthermore, the trans-
formation should be agnostic of the name and type of the attribute. Thus, these
derived preconditions are deactivated. On the postcondition side, the user may
introduce also some annotations for specifying how certain values in the result-
ing model should be obtained. In this context, a value may either be computed
from values in the initial model, or by querying the user for an input value. In
our example, the name of the newly introduced class is not derivable from the
initial model and therefore has to be specified as user input before executing the
transformation. The same is true for the association name. However, the role
names should be derived from the existing model context. This is specified by
additional expressions. In particular, the property name should be equal to the
name of the adjacent class but the first letter has to be converted to lower case
to fulfill common modeling conventions.

Besides fine-tuning the conditions, current MTBD approaches allow for anno-
tating repetitions of certain edit operations. By this, the transformation may be
configured to equally transform multiple model elements that fulfill the trans-
formation’s preconditions. In this example, such a mechanism is quite useful,
because the transformation may then be capable of moving an arbitrary number
of attributes from the original class to the newly introduced class.

An excerpt of the generated transformation is depicted in Listing 1.1. For
simplicity, we just assume that the input parameters of the extractClass op-
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Fig. 4: Example for Endogenous Transformations: (a) Demonstration, (b) Re-
vised Conditions, and (c) Change Model

eration are specified by the user, e.g., by selecting the elements in the modeling
editor. Another scenario would be that the preconditions are employed to match
all occurrences of the initial situation for a given model.

Listing 1.1: Generated Refactoring Code

1 method ex t r a c tC la s s ( S t r ing className , S t r ing attName ,
2 Class c , Co l l e c t i on<Property> props ){
3

4 //Check precondi t ion
5 assert c . a t t r i b u t e s −> i n c l ud e sA l l ( props ) ;
6

7 //Create add i t i ona l c l a s s
8 Class newClass = new Class ( ) ;
9 newClass . setName ( className ) ;

10

11 // Sh i f t At t r i bu t e s into new Class
12 I t e r a t o r i t e r = props . i t e r a t o r ( ) ;
13 while ( i t e r . hasNext ( ) ){
14 Property p = i t e r . hasNext ( ) ;
15 c . a t t r i b u t e s ( ) . remove (p ) ;
16 newClass . a t t r i b u t e s ( ) . add (p ) ;
17 }
18 . . . //Create add i t i ona l elements and l i n k them proper ly
19 }

The first statement is to verify that the preconditions are fulfilled by the given
input elements. In this example, only one precondition has to be checked, namely
if the selected attributes are all included in the feature attributes of the selected
class. After checking the precondition, a new class is created and each attribute
contained in the collection props is moved to the new class. Assuming that the
user configured the transformation to support extracting multiple attributes at
once, all changes applied to the attribute in the demonstration are repeated in



a loop. Afterwards, the additional elements, particularly the association and the
roles, have to be created and properly linked. Due to space limitations, this is
not shown in the listing.

3.3 Existing Approaches

To the best of our knowledge, two MTBE approaches dedicated to endogenous
transformations exist in literature. In the following we compare both approaches
by highlighting their differences.

Brosch et al. [8, 9] were the first to propose a “by-demonstration” approach
to specify endogenous transformations. With this approach, endogenous trans-
formations for any Ecore-based modeling language can be specified. Moreover, to
be also independent from the used modeling editor, a state-based model compar-
ison is employed to derive the atomic changes that have been performed on the
initial model during the demonstration. The inherent imprecision of state-based
model comparison is overcome by annotating unique identifiers to each model
element before the user starts to demonstrate the transformation. By this, also
element moves and intensively modified elements are supported. For expressing
the pre- and postconditions, OCL constraints are employed. In the postcondi-
tions, users may also specify how attribute values in the target model shall be
derived from values in the initial model. Repetitions of certain changes are real-
ized by the notion of so-called iterations. Iterations are attached to precondition
elements (representing model elements in the initial model) and indicate that
each model element that fulfills these preconditions shall be transformed equally
to the respective initial model element in the demonstration.

In the approach by Sun et al. [43], the changes applied during the demon-
stration are recorded and not derived by a subsequent comparison. After the
demonstration, an inference engine generates a general transformation pattern
which comprises the transformation’s preconditions and its sequence of opera-
tions. This pattern may also be refined by the user in terms of adding precondi-
tions and attribute value computations. In contrast to Brosch et al., Groovy3—a
script language for the JVM—is employed to express these conditions and com-
putations. In a more recent publication [42], Sun et al. extended this step so that
users may also identify and annotate generic operations, which corresponds to
the concept of iterations in [8]. However, these annotations are directly attached
to the change model instead of to the preconditions as in [8].

4 MTBE for Exogenous Transformations

Various MTBE approaches [4, 14, 17, 23, 27, 45, 47], dedicated to exogenous trans-
formations, have been proposed. Except [27] which is a demonstration-based
approach, all others are based on correspondences. Thus, in the following, we
discuss the general process of specifying exogenous transformations by-example

3 http://groovy.codehaus.org
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Fig. 5: MTBE Process for Exogenous Transformations

based on correspondences, and subsequently, we present an instantiation of this
process for transforming UML Class Diagrams to ER Diagrams [11]. Finally,
we conclude this section by elaborating on the peculiarities of current MTBE
approaches.

4.1 Process

The main idea of MTBE for exogenous transformations is the semi-automatic
generation of transformations from so-called correspondences between source
and target model pairs. The underlying process for deriving exogenous model
transformations from model pairs is depicted in Fig. 5. This process, which is
largely the same for all existing approaches, consists of five steps grouped in two
phases.

Phase 1: Modeling. In the first step, the user specifies semantically equiv-
alent model pairs. Each pair consists of a source model and a corresponding
target model. The user may decide whether she specifies a single model pair
covering all important concepts of the modeling languages, or several model
pairs whereby each pair focuses on one particular aspect. In the second step, the
user has to align the source model and the target model by defining correspon-
dences between source model elements and corresponding target model elements.
For defining these correspondences, a correspondence language has to be avail-
able. One important requirement is that the correspondences may be established
using the concrete syntax of the modeling languages. Hence, the modeling envi-
ronment must be capable of visualizing the source and target models as well as
the correspondences in one diagram or at least in one dedicated view.

Phase 2: Configuration & Generation. After finishing the mapping task,
a dedicated reasoning algorithm is employed to automatically derive metamodel
correspondences from the model correspondences. How the reasoning is actually
performed is explained in more detail based on an example in Subsection 4.2.
The automatically derived metamodel correspondences might not always reflect
the intended mappings. Thus, the user may revise some metamodel correspon-
dences or add further constraints and computations. Note that this step is not
foreseen in all MTBE approaches, because it may be argued that this is contra-
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dicting with the general by-example idea of abstracting from the metamodels.
Nevertheless, it seems to be more user-friendly to allow the modification of the
metamodel correspondences in contrast to modifying the generated model trans-
formation code at the end of the generation process. Finally, a code generator
takes the metamodel correspondences as input and generates executable model
transformation code.

4.2 Example

For exemplifying the presented MTBE process, we now apply it to specify the
transformation of the core concepts of UML class diagrams into ER diagrams.
As modeling domain, a simple university information system is used. The user
starts with creating the source model comprising the UML classes Professor and
Student as well as a one-to-many association between them as depicted in the
upper left area of Fig. 6. Subsequently, the corresponding ER diagram, depicted
in the upper right area of Fig. 6, is created. In this figure, both models are
represented in the concrete syntax as well as in the abstract syntax in terms of
UML object diagrams. After both models are established, the correspondence
model is created which consists of simple one-to-one mappings. These mappings
are depicted as dashed lines in Fig. 6(a) and (b) between the source and target
model elements.

In the next step, a reasoning algorithm now analyzes the model elements
in the source and target models, i.e., objects, attribute values, and links, as



well as the correspondences between them in order to derive metamodel corre-
spondences. In the following, we discuss inferring metamodel correspondences
between classes, attributes, and references.

Class correspondences. For detecting class correspondences, the reason-
ing algorithm first checks whether a certain object type in the source model
is always mapped to the same object type in the target model. In this case,
a full equivalence mapping between the respective classes is generated. In our
example, a full equivalence mapping between objects of type Class and objects
of type EntityType is inferred. However, Properties in the source model are
mapped to different object types, namely Attributes and Roles, depending on
their attribute values and links. For such cases, an additional mapping kind is
used, namely conditional equivalence mapping. The conditions of such a map-
ping are derived by analyzing the links and values of the involved objects to
find a discriminator for splitting the source objects into distinct sets having an
unambiguous mapping to target objects. One appropriate heuristic for finding
such a discriminator is to examine the container links of these objects. By this,
the algorithm may deduce the constraints property.class != null to find an
unambiguous mapping to Attributes and the condition property.assoc !=

null for Roles. Finally, also unmapped objects such as the Cardinality ob-
jects have to be considered. In our example, these objects have to be generated
along with their container objects of type Role. Thus, the mapping for Roles has
to be extended to a one-to-two conditional equivalence mapping. By this, a Role

object and a properly linked Cardinality object is created for each Property

in the source model.

Attribute correspondences. Generally, attributes in metamodels may be
distinguished in ontological attributes and linguistic attributes [20]. Ontological
attributes represent semantics of the real-world domain. Values have to be ex-
plicitly given by the user. Examples for ontological attributes are Class.name

or Attribute.name. In order to find correspondences between ontological at-
tributes, heuristics have to be used which compare the attribute values, for
instance, based on edit distance metrics. In our example, we may conclude that
Class.name should be mapped to EntityType.name because the values of the
name attributes are equivalent for each Class/EntityType object pair. In con-
trast, linguistic attributes are used for the reification of modeling concepts such
as Class.isAbstract. Usually these attributes have predefined, restricted value
ranges in the language definition. When dealing with linguistic attributes in the
context of MTBE, similar heuristics based on string matching as for ontologi-
cal attributes may be used. However, the probability for accidentally matching
wrong pairs and for ambiguities is much higher. Consider for instance the map-
ping between the property p3 and the role ro1 without taking into account other
mappings. Then, we cannot decide if the attribute Property.lower is mapped
to Role.cardinality.lower or to Role.cardinality.upper by solely looking
at the example. Here, the problem is that we do not have unique values which
help us finding the metamodel correspondences. This may be improved by us-
ing matching techniques on the metamodel level for finding similarities between



attribute names. An alternative solution used in this example is to define an
additional mapping between the property p4 and the role ro2 where we have
unique values for the lower and upper attributes.

Reference correspondences. For deriving reference correspondences, the
afore calculated class correspondences are of paramount importance since they
serve as anchors for reasoning about corresponding links. For example, consider
the reference atts in the ER metamodel between EntityType and Attribute.
For finding the corresponding reference in the UML metamodel, we have to rea-
son about the previously derived class correspondences. First, the Attribute

class in the ER metamodel is mapped to the Property class of the UML meta-
model. Furthermore, when looking at the example models, each Attribute is
contained by an EntityType and each Property is contained by a Class. Luck-
ily, the EntityType class is accordingly mapped to the Class class on the meta-
model level, so that we can conclude that whenever transforming a Property into
an ER Attribute, a link between the created Attribute and the EntityType

previously generated for the Class containing the aforementioned Property is
generated. Thus, there should be a correspondence between the reference atts

in the ER metamodel and the reference attribute in the UML metamodel.
After the metamodel correspondences have been derived automatically, MTBE

approaches usually allow the user to verify and adapt the generated correspon-
dences. For our running example however, this is not required. The next task is
to automatically translate the correspondences into executable transformation
code. Listing 1.2 depicts the transformation required for our running example in
imperative OCL [10]. For each metamodel correspondence, a transformation rule
is generated which queries the source model and generates the corresponding tar-
get model elements. Inside each rule, the attribute and reference correspondences
are translated to assignments. Please note that current transformation engines
are able to schedule rules automatically and to build an implicit trace model
between the source and target model. Based on this trace model, assignments
such as e.atts = c.attribute (cf. line 2 in Listing 1.2) are automatically re-
solved. In particular, not the UML attributes (c.attribute) are assigned to the
EntityType, but the ER attributes generated from these UML attributes are re-
solved by applying the trace model. These features of transformation languages
and their encompassing engines drastically ease the transformation code gener-
ation from correspondences.

Listing 1.2: Generated Transformation Code

1 rule 1 : Class . a l l I n s t a n c e s ( ) −> f o r each ( c |
2 create Entity e ( e . name = c . name , e . a t t s = c . a t t r i bu t e ) ;
3 rule 2 : Property . a l l I n s t a n c e s ( )
4 −> s e l e c t (p | p . c l a s s <> OclUndefined ) −> f o r each ( p |
5 create Attr ibute a ( a . name = p . name ) ) ;
6 rule 3 : Property . a l l I n s t a n c e s ( ) −> s e l e c t (p |
7 p . as soc <> OclUndefined ) −> f o r each ( p |
8 create Role r ( r . name = p . name , r . c a r d i n a l i t y = c ) ,
9 create Card ina l i t y c ( c . upper = p . upper , c . lower = p . lower ,

10 r . type = p . type ) ) ;
11 rule 4 : As soc i a t i on . a l l I n s t a n c e s ( ) −> f o r each ( a |
12 create Re la t i onsh ip r ( r . name = a . name , r . r o l e s = a . r o l e ) ) ;



4.3 Existing Approaches

We now compare existing approaches by highlighting their commonalities and
differences. Mostly all approaches define the input for deriving exogenous trans-
formations as a triple comprising an input model, a semantically equivalent out-
put model as well as correspondences between these two models. These models
have to be built by the user, preferably using the concrete syntax as is, e.g.,
supported by [47], but most approaches do not provide dedicated support for
defining the correspondences in graphical modeling editors.

Langer et al. [27] presented, in contrast to the correspondence-based ap-
proaches, a demonstration-based approach which allows to demonstrate transfor-
mation rules incrementally by giving for each rule an input model fragment and
a corresponding output model fragment so that the correspondences between
the fragments can be automatically inferred and do not have to be manually
specified in advance.

Subsequently, reasoning techniques such as specific rules again implemented
as model transformations [17, 27, 45, 47], inductive logic [4], and relational con-
cept analysis [14] are used to derive model transformation code. Current ap-
proaches support the generation of graph transformation rules [4, 45] or ATL
code [17, 27, 47].

All approaches aim for semi-automated transformation generation meaning
that the generated transformations are intended to be further refined by the user.
This is especially required for transformations involving global model queries and
attribute calculations such as aggregation functions, which have to be manually
added. Furthermore, it is recommended to iteratively develop the transforma-
tions, i.e., after generating the transformations from initial examples, the exam-
ples must be adjusted or the transformation rules must be adapted in case the
actual generated output model is not fully equivalent to the expected output
model. However, in many cases it is not obvious whether to adapt the aligned
examples or the generated transformations. Furthermore, adjusting the examples
might be a tedious process requiring a large number of transformation examples
to assure the quality of the inferred rules. In this context, self-tuning transfor-
mations have been introduced [22, 23]. Self-tuning transformations employ the
examples as training instances in an iterative process for further improving the
quality of the transformation. The goal is to minimize the differences between
the actual output model produced by the transformation and the expected out-
put model given by the user by using the differences to adapt the transformation
over several iterations. Of course, adapting the transformation is a computation
intensive problem leading to very large search spaces. While in [22] domain-
specific search space pruning tailored to EMF-based models is used, a generic
meta-heuristic based approach is used in [23] to avoid an exhaustive search.

5 Lessons Learned and Future Challenges

In this section, some lessons learned from applying and developing MTBE ap-
proaches during the last 5 years are summarized.
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Fig. 7: Classification of MTBE approaches by whether they support exoge-
nous or endogenous transformations and whether they are correspondence or
demonstration-based

Different Transformation Scenarios/Different MTBE Techniques. When
categorizing MTBE approaches w.r.t. transformation scenarios and MTBE tech-
niques (cf. Fig 7), the following discriminators are derivable. Approaches using
correspondences are exclusively but intensively applied for deriving exogenous
transformations. Surprisingly, not a single work considers to apply correspon-
dences for endogenous transformations. In contrast, demonstration-based ap-
proaches originally have been proposed for endogenous transformations and only
one work discusses the application of demonstrations to derive exogenous trans-
formations.

Challenge: What are the commonalities and differences of correspondence-
based and demonstration-based approaches?

MTBE as Enabler for Test-driven Transformation Development. A
significant advantage of MTBE is the existence of examples. Besides serving as
input for the derivation of a model transformation during the MTBE process,
the example models may also be used to test the generated transformation. By
applying the inferred transformation again to the source model, the obtained
target model may be compared to the target model specified during the MTBE
process. If any differences are found in the comparison, either the transformation
or the target model is obviously wrong. In this sense, MTBE inherently imple-
ments the idea of test-driven development [5]. An interesting direction for future
work in this area is to automatically suggest corrections to the transformation
based on the detected differences between the target example model and the
actual transformation result.

Challenge: Which logic and machine learning techniques can be employed
for optimizing the quality of derived transformations in reasonable time
with a small amount of examples?

MTBE outperforms Metamodel Matching. With the rise of the Semantic
Web and the emerging abundance of ontologies, several automated matching
approaches and tools have been proposed (cf. [37, 40] for an overview). The typ-
ical output of such tools are correspondences mostly computed based on schema
information, e.g., name and structure similarity. In experiments, we have reused
ontology matching tools for matching metamodels by beforehand transforming



metamodels into corresponding ontologies. However, the quality of the produced
correspondences is on average significantly lower compared to MTBE approaches
[21]. The reasons for this are twofold. First, structural heterogeneities between
metamodels and the mismatch between the terminology used for different mod-
eling languages makes it hard to reason about correspondences solely on the
metamodel level. Second, there is no automated evaluation of the quality of cor-
respondences based on the model level, because the matching approaches are
not bound to a specific integration scenario [6], such as transformation, merge,
or search. Finally, we also learned that the preparation phase required for using
MTBE approaches, i.e., building the example models, is less work than the com-
prehensive reworking phase, i.e, validating and correcting the correspondences,
required for metamodel matching approaches.

Challenge: More empirical studies on MTBE approaches for identifying
the strengths and weaknesses of existing approaches are required.

Multifaceted Usage of Examples. Another benefit of specifying endogenous
model transformations by demonstration is to reuse the developed transforma-
tion specifications for detecting applications of the transformation. Since such
a specification developed using an MTBD approach comprises the transforma-
tion’s preconditions, postconditions, and its change pattern, a dedicated detec-
tion mechanism may triage arbitrary model differences for the transformation’s
change pattern and, given the pattern could be found, validate its pre- and post-
conditions to reveal an application of the transformation. This is especially useful
if these transformations implement model refactorings because this knowledge
gains valuable information on the evolution of a model and is of paramount
importance for various application domains such as model co-evolution, model
versioning, and model repository mining.

Challenge: How may the developed examples and derived transformations
be employed for supporting different model management tasks in MDE?

6 Resume

More than 30 papers have been published in the first 5 years and more and more
research groups start working in this area. MDE and by-example approaches
both aim to ease the development of software systems. However, both stand on
orthogonal dimensions. MDE aims to abstract from the implementation level
of software systems such as particular technology platforms and programming
languages by using platform independent modeling techniques. In contrast, by-
example approaches aim to ease the development of systems by using examples
instead of directly developing generalized programs. We believe that combining
both paradigms seems to be promising and would have a major impact on end-
user programming or better say end-user modeling.
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17. Garćıa-Magariño, I., Gómez-Sanz, J.J., Fuentes-Fernández, R.: Model Transfor-
mation By-Example: An Algorithm for Generating Many-to-Many Transformation
Rules in Several Model Transformation Languages. In: 2nd Int. Conf. on Theory
and Practice of Model Transformations (ICMT’09). pp. 52–66. Springer (2009)



18. ISO/IEC: 14977:1996(E) Information technology – Syntactic metalanguage – Ex-
tended BNF, International standard (1996)
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