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Introduction. Gene expression data sets typically consist of about 100
tissue samples each of which is described by the expression values of few 10,000
genes. Machine learning techniques require more examples (tissue samples) than
features (genes) to guarantee sufficient generalization capability [5]. Therefore
the selection of relevant genes is mandatory for processing micro array data. The
quality of the final results strongly depend on the feature selection algorithms
[1]. We present a new feature selection method where the selected feature vectors
correspond to support vectors. Our approach is tested on three gene expression
data sets where the outcome of a cancer therapy must be predicted. For all
three cancer types (brain tumor, lymphoma, and breast cancer) we were able to
considerably improve the prediction results compared to the results of standard
methods published in NATURE and NATURE MEDICINE. The improvement
of the results is important because for a negative therapy outcome prediction
two policies are possible: an alternative treatment or a closer observation of
the patient. Positive prediction can indicate a lower dosis of medication and,
therefore, lower risk of side effects of the treatment.

Basic Idea. We consider the classification task for datasets which are de-
scribed by matrices. Rows and columns of these matrices correspond to objects
where row and column objects may be from different sets and column objects
are labeled. Data matrix entries express relationships between row and column
objects and are produced by an unknown kernel. This kernel represents a dot
product in some (unknown) feature space. Therefore the unknown kernel de-
fines two mappings: a mapping of the labeled column objects into the feature
space and a mapping of the row objects (features) into the feature space. In this
feature space a linear column object classifier should be constructed. However
the dot products between column objects are not available. Therefore standard
support vector techniques cannot be utilized. We derive a new objective func-
tion for model selection in such a feature space according to the principle of
structural risk minimization. The normal vector is expanded with respect to
row objects, i.e. the feature objects. For further details see [3].

Because row objects can be interpreted as features and our method assigns
support vector weights to the row objects it can be used for feature selection.
An additional constraint, which imposes sparseness on the row objects, enforces
few selected features. An SMO technique allows us to implement an efficient
algorithm to solve the optimization problem which consists of a quadratic matrix
with dimension equal to the gene number (few 10.000).

Our method is different from the feature selection methods in [2, 8] which
also relay on SVMs. We do not use a kernel (it is implicit given), support vectors
do not correspond to labeled objects, and we use a different objective function
in contrast to the usual classification margin.
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Experiments and Results. We predicted the outcome of tumor treatment
with chemo- or radiation therapy based on DNA microarray data published in
[4, 6, 7]. Column objects are samples from tumors and row objects correspond
to genes. For every sample-gene pair a snapshot of the level of gene expression
was measured.

For the 60 brain tumor (medulloblastoma) examples 12 leave-one-out (LOO)
errors [4] could be reduced by our method to 4-5 errors. We extracted 40-
50 relevant genes. The lymphoma (diffuse large B-cell) data set contains 58
examples and the error rate was 14 LOO errors [6] using 13 genes. We obtained
12 LOO errors with 15 genes. The breast cancer data consists of gene expression
data of 78 patients and 19 separate test patients. The classification performance
is described by an ROC-curve because the results in [7] are given for a range of
classification thresholds (no model selection for the threshold). The results in
[7] lead to 2 errors on the test set, 0.77 area under the ROC-curve, a minimal
LOO error of 20, and 70 selected genes. Our feature selection method resulted
in 2 errors on the test set, 0.88 area under the ROC-curve, a minimal LOO error
number of 12, and 30-40 selected genes. Our method clearly outperformed the
standard feature selection approaches.
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