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## Unit 4

## Support Vector Machines

## Introduction

- Putting it simply, Support Vector Machines (SVMs) are based on the idea of finding a classification border that maximizes the margin between positive and negative samples.
- In some sense, SVMs can be considered as implementations of the structural risk minimization principle.


## Overview/Agenda

1. We will start with the linear case and consider margin maximization, its computational formulation, and issues related to complexity in depth.
2. Then the generalization to the non-linear case is rather straightforward.
3. Then we can highlight different variants including support vector regression.

## Linear Separability: Definition

Assume we are given a data set $\mathbf{Z}$ consisting of labeled samples $\left(\mathbf{x}^{i}, y^{i}\right)_{i=1, \ldots, l}$, where $\mathbf{x}^{i} \in X=\mathbb{R}^{d}$ and $y^{i} \in\{-1,1\}$ and further assume that positive and negative samples are linearly separable, i.e. there exist a vector $\mathbf{w} \in \mathbb{R}^{d}$ and a constant $b \in \mathbb{R}$ such that, for all $i=1, \ldots, l$,

$$
\operatorname{sign}\left(\mathbf{w} \cdot \mathbf{x}^{i}+b\right)=y^{i} .
$$

Obviously, the hyperplane separating positive and negative samples is given as $\mathbf{w} \cdot \mathbf{x}+b=0$.

Lemma. Two sets of points are linearly separable if and only if their convex hulls are disjoint.

## Linear Separability: Canonical Form

Lemma. Given a linearly separable data set (in the sense of above) and a separating hyperplane $\mathbf{w} \cdot \mathbf{x}+b=0$, there exists another separating hyperplane $\mathbf{w}^{\prime} \cdot \mathbf{x}+b^{\prime}=0$ such that

$$
\min _{i=1, \ldots, l}\left|\mathbf{w}^{\prime} \cdot \mathbf{x}^{i}+b^{\prime}\right|=1
$$

Definition. If a separating hyperplane $\mathbf{w} \cdot \mathbf{x}+b=0$ already fulfills

$$
\min _{i=1, \ldots, l}\left|\mathbf{w} \cdot \mathbf{x}^{i}+b\right|=1
$$

we say that $\mathbf{w} \cdot \mathbf{x}+b=0$ is in canonical form (with respect to $\mathbf{Z}$ ).

## Linear Separability: Canonical Form (cont'd)

Lemma. A separating hyperplane in canonical form fulfills the following set of inequalities:

$$
\begin{array}{ll}
\mathbf{w} \cdot \mathbf{x}^{i}+b \geq+1 & \text { for } y^{i}=+1 \\
\mathbf{w} \cdot \mathbf{x}^{i}+b \leq-1 & \text { for } y^{i}=-1
\end{array}
$$

These inequalities are equivalent to the following set of inequalities (for all $i=1, \ldots, l$ ):

$$
y^{i}\left(\mathbf{w} \cdot \mathbf{x}^{i}+b\right)-1 \geq 0
$$

## Separating Hyperplanes With Bounded Minimal Distance

It follows easily (cf. Hesse normal form) that the closest distance of a point x to the separating hyperplane is

$$
\frac{|\mathbf{w} \cdot \mathbf{x}+b|}{\|\mathbf{w}\|}
$$

Hence, if $\mathbf{w} \cdot \mathbf{x}+b$ is in canonical form, the distance of the separating hyperplane to the closest data point is $\frac{1}{\|w\|}$. So if we want to restrict to those separating hyperplanes (in canonical form) that have a distance of at least $\gamma$ to all data points, we have to introduce the constraint $\|\mathrm{w}\| \leq \frac{1}{\gamma}$.

## Separating Hyperplanes With Bounded Minimal Distance (cont'd)



## Bounded Minimal Distance: A Bound on Complexity

Theorem. Consider input data from a sphere with radius $R$. The maximal number of points that linear hyperplanes can shatter without getting closer to any data point than $\gamma$ is bounded above by

$$
\min \left(\left\lfloor\frac{R^{2}}{\gamma^{2}}\right\rfloor, d\right)+1
$$

## Bounded Minimal Distance: A Bound on the Misclassification Rate

Theorem. Consider a training set with $l$ elements from a sphere with radius $R$ again (drawn according to some distribution) and a linear separating hyperplane that has a distance of at least $\gamma$ from each training sample. For a given $\rho>0$, we define $\nu$ as the proportion of samples for which

$$
y(\mathbf{w} \cdot \mathbf{x}+b) \leq \rho
$$

holds (i.e. margin error of at least $\frac{\rho}{\|\mathrm{w}\|}$ ). Then, with probability $1-\delta$, the probability to misclassify a new sample is bounded above by

$$
\nu+\sqrt{\frac{c}{l}\left(\frac{R^{2}}{\rho^{2} \gamma^{2}}(\ln l)^{2}+\ln (1 / \delta)\right)}
$$

where $c>0$ is a constant.

## The Bigger $\gamma$, the Better

The previous two theorems indicate that we should look for the largest $\gamma$ such that there still exists a separating hyperplane that has a distance of at least $\gamma$ to all training samples (bounding complexity, minimizing the test error à la SRM).

Hence, we are looking for that separating hyperplane whose minimal distance to all training samples is maximal. Assuming that the separating hyperplane is in canonical form, this is equivalent to maximizing the distance $\frac{1}{\|\mathbf{w}\|}$.

## The Bigger $\gamma$, the Better (cont'd)



## Margin Maximization

Obviously, for such an optimal hyperplane, the smallest distance to the closest negative sample $d_{-}$and the smallest distance to the closest positive sample $d_{+}$are the same, and the distance of positive and negative samples perpendicular to $\mathbf{w}$ is $d_{+}+d_{-}=\frac{2}{\|\mathbf{w}\|}$. This distance is commonly called margin. Hence, maximizing the minimal distance to all data points (by maximizing $\frac{1}{\|\mathrm{w}\|}$ ) is nothing else but margin maximization.

Lemma. The separating hyperplane that maximizes the margin between positive and negative samples is uniquely given as the hyperplane that rectangularly bisects the shortest distance between the convex hulls of positive and negative samples.

## Margin Maximization (cont'd)
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## Margin Maximization: The Resulting Optimization Problem

Original Problem: For a given linearly separable data set Z, maximize $\frac{2}{\|\mathbf{w}\|}$ with respect to $\mathbf{w} \in \mathbb{R}^{d}$ and $b \in \mathbb{R}$ subject to the following constraints $(i=1, \ldots, l)$ :

$$
\begin{equation*}
y^{i}\left(\mathbf{w} \cdot \mathbf{x}^{i}+b\right)-1 \geq 0 \tag{1}
\end{equation*}
$$

This is equivalent to the following optimization problem:

Primal Problem: For a given linearly separable data set $\mathbf{Z}$, minimize $\frac{1}{2}\|\mathbf{w}\|^{2}=\frac{1}{2} \sum_{i=1}^{d} w_{i}^{2}$ with respect to $\mathbf{w} \in \mathbb{R}^{d}$ and $b \in \mathbb{R}$ subject to the constraints (1).

Obviously, the latter is a convex quadratic optimization problem with linear constraints.

## Excursion: Convex Optimization (1/3)

Suppose that the functions $f$ and $g_{i}(i=1, \ldots, n)$ are all convex. A function $h$ is convex if $h(\lambda \mathbf{x}+(1-\lambda) \mathbf{y}) \leq \lambda h(\mathbf{x})+(1-\lambda) h(\mathbf{y})$ for all $\mathbf{x}, \mathbf{y}$ and all $\lambda \in[0,1]$. For convenience, assume that $f$ and all $g_{i}$ are continuously differentiable. Further assume that the Slater condition holds, i.e. there exists an $\mathrm{x}^{\prime}$ such that $g_{i}\left(\mathrm{x}^{\prime}\right)<0$ for all $i=1, \ldots, n$.

Primal Problem: minimize $f(\mathbf{x})$ with respect to $\mathbf{x}$ subject to the constraints $g_{i}(\mathbf{x}) \leq 0$, where $i=1, \ldots, n$ (note that, for simplicity, we do not deal with equality constraints here).

## Excursion: Convex Optimization (2/3)

## Lagrange function:

$$
L\left(\mathbf{x} ; \alpha_{1}, \ldots, \alpha_{n}\right)=f(\mathbf{x})+\sum_{i=1}^{n} \alpha_{i} g_{i}(\mathbf{x})
$$

The auxiliary variables $\alpha_{1}, \ldots, \alpha_{l}$ are called Lagrange multipliers.

Dual Problem: maximize

$$
\mathcal{L}\left(\alpha_{1}, \ldots, \alpha_{n}\right)=\inf _{\mathbf{x}} L\left(\mathbf{x} ; \alpha_{1}, \ldots, \alpha_{n}\right)
$$

subject to the constraints $\alpha_{i} \geq 0(i=1, \ldots, n)$.

## Excursion: Convex Optimization (3/3)

From the Karush-Kuhn-Tucker Theorem, we can infer the following: under the assumptions made above, for a solution $\mathrm{x}^{*}$ of the primal problem, there exist non-negative Lagrange multipliers such that

$$
\mathcal{L}\left(\alpha_{1}, \ldots, \alpha_{n}\right)=L\left(\mathbf{x}^{*} ; \alpha_{1}, \ldots, \alpha_{n}\right)
$$

and such that $\alpha_{i} g_{i}\left(\mathbf{x}^{*}\right)=0$ holds for all $i=1, \ldots, n$. These conditions are not only necessary, but also sufficient for $\mathrm{x}^{*}$ to be a solution of the primal problem.

## Lagrange Function of Margin Maximization

We introduce $l$ Lagrange multipliers $\alpha_{1}, \ldots, \alpha_{l}$. Then the Lagrange function is given as

$$
\begin{aligned}
L\left(\mathbf{w}, b ; \alpha_{1}, \ldots, \alpha_{l}\right) & =\frac{1}{2}\|\mathbf{w}\|^{2}-\sum_{i=1}^{l} \alpha_{i}\left(y^{i}\left(\mathbf{w} \cdot \mathbf{x}^{i}+b\right)-1\right) \\
& =\frac{1}{2}\|\mathbf{w}\|^{2}-\mathbf{w} \cdot \sum_{i=1}^{l} \alpha_{i} y^{i} \mathbf{x}^{i}-b \sum_{i=1}^{l} \alpha_{i} y^{i}+\sum_{i=1}^{l} \alpha_{i}
\end{aligned}
$$

## Margin Maximization: <br> Dual Formulation ( $1 / 4$ )

Solving the dual problem includes minimizing $L$ with respect to $\mathbf{w}$ and $b$ (for fixed Lagrange multipliers). This enforces the conditions

$$
\frac{\partial L}{\partial \mathbf{w}}\left(\mathbf{w}, b ; \alpha_{1}, \ldots, \alpha_{l}\right)=0 \quad \frac{\partial L}{\partial b}\left(\mathbf{w}, b ; \alpha_{1}, \ldots, \alpha_{l}\right)=0
$$

which imply the following:

$$
\mathbf{w}=\sum_{i=1}^{l} \alpha_{i} y^{i} \mathbf{x}^{i} \quad \sum_{i=1}^{l} \alpha_{i} y^{i}=0
$$

## Margin Maximization: <br> Dual Formulation (2/4)

By using the previous two equalities, we obtain

$$
\mathcal{L}\left(\alpha_{1}, \ldots, \alpha_{l}\right)=\sum_{i=1}^{l} \alpha_{i}-\frac{1}{2} \sum_{i=1}^{l} \sum_{j=1}^{l} \alpha_{i} \alpha_{j} y^{i} y^{j} \mathbf{x}^{i} \cdot \mathbf{x}^{j} .
$$

The final solution can be found by maximizing $\mathcal{L}$ with respect to the Lagrange multipliers $\alpha_{i}$ subject to the constraints $\alpha_{i} \geq 0$ (for all $i=1, \ldots, l)$ and $\sum_{i=1}^{l} \alpha_{i} y^{i}=0$.

## Margin Maximization: <br> Dual Formulation (3/4)

With the notations

$$
\begin{array}{ll}
\mathbf{0}=(\overbrace{0, \ldots, 0}^{l \text { times }})^{T}, & \boldsymbol{\alpha}=\left(\alpha_{1}, \ldots, \alpha_{l}\right)^{T}, \\
\mathbf{1}=(\underbrace{1, \ldots, 1}_{l \text { times }})^{T}, & \mathbf{Q}=\left(y^{i} y^{j} \mathbf{x}^{i} \cdot \mathbf{x}^{j}\right)_{i=1, \ldots, l}^{j=1, \ldots, l}
\end{array}
$$

we can write the dual problem as follows:

Minimize

$$
\frac{1}{2} \boldsymbol{\alpha}^{T} \mathbf{Q} \boldsymbol{\alpha}-\mathbf{1}^{T} \boldsymbol{\alpha}
$$

with respect to $\alpha$ subject to the constraints $\boldsymbol{\alpha} \geq \mathbf{0}$ and $\boldsymbol{\alpha}^{T} \mathbf{y}=0$.

## Margin Maximization: <br> Dual Formulation (4/4)
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Note that $\mathbf{K}=\left(\mathbf{x}^{i} \cdot \mathbf{x}^{j}\right)_{i=1, \ldots, l}^{j=1, \ldots, l}$ is positive semi-definite, since $\mathbf{K}=\mathbf{X X} \mathbf{X}^{T}$ holds. ${ }^{a}$ From this fact, we can easily infer that $\mathbf{Q}$ is positive semi-definite.

Hence, not surprisingly, the dual problem, like the equivalent ones described above, is a convex quadratic optimization problem with linear constraints. For such problems, no local minima exist. The set of global minima (consisting of equally good solutions) is convex. If $\mathbf{Q}$ is positive definite, the minimum is even unique. For such problems, a host of solving algorithms are available.
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## Support Vectors

Once we have solved the dual optimization problem, we have Lagrange multipliers $\alpha_{1}, \ldots, \alpha_{l}$ which, by the Karush-Kuhn-Tucker theorem, also solve the primal problem. By the Karush-KuhnTucker conditions, we have

$$
\begin{equation*}
\alpha_{i}\left(y^{i}\left(\mathbf{w} \cdot \mathbf{x}^{i}+b\right)-1\right)=0 \tag{2}
\end{equation*}
$$

for all $i=1, \ldots, l$. This means, for all $i=1, \ldots, l$, we either have $\alpha_{i}=0$ or $y^{i}\left(\mathbf{w} \cdot \mathbf{x}^{i}+b\right)-1=0$ (or both). Samples for which $\alpha_{i}>0$ holds (thus implying $\left.y^{i}\left(\mathbf{w} \cdot \mathbf{x}^{i}+b\right)-1=0\right)$ are called support vectors. It is intuitively clear anyway, that the maximal margin only depends on those samples for which the constraints are tight.

## Constructing the Final Classifier

Given Lagrange multipliers $\alpha_{1}, \ldots, \alpha_{l}$ solving the primal problem, we can construct w as noted above already:

$$
\mathbf{w}=\sum_{i=1}^{l} \alpha_{i} y^{i} \mathbf{x}^{i}
$$

Hence, the final classification function ( the linear Support Vector Machine (SVM)) is given as

$$
g(\mathbf{x})=\operatorname{sign}(\mathbf{w} \cdot \mathbf{x}+b)=\operatorname{sign}(\underbrace{\sum_{i=1}^{l} \alpha_{i} y^{i} \mathbf{x}^{i} \cdot \mathbf{x}+b}_{\text {discriminant function } \bar{g}(\mathbf{x})}) .
$$

## Constructing the Final Classifier (cont'd)

For an arbitrary support vector $\mathbf{x}^{j}$ (then $\alpha_{j}>0$ ), the Karush-Kuhn-Tucker condition (2) implies $y^{j}\left(\mathbf{w} \cdot \mathbf{x}^{j}+b\right)=1$, and we can compute $b$ as follows:

$$
b=y^{j}-\mathbf{w} \cdot \mathbf{x}^{j}=y^{j}-\sum_{i=1}^{l} \alpha_{i} y^{i} \mathbf{x}^{i} \cdot \mathbf{x}^{j}
$$

It is recommended, however, not to base the computation of $b$ on only one support vector (for reasons of numerical precision), but to compute a $b$ value for each support vector and to use the average finally.

Under specific conditions (e.g. asymmetric misclassification costs), it may be useful to adjust $b$ according to some other quality measure after training.

## The Non-Separable Case: Motivation

If positive and negative samples are not linearly separable, the constraints contradict each other; thus the method described above cannot be applied. This problem can be solved by introducing nonnegative slack variables $\xi_{i}(i=1, \ldots, l)$ that correspond to the extent to which the $i$-th sample violates its constraint:

$$
y^{i}\left(\mathbf{w} \cdot \mathbf{x}^{i}+b\right) \geq 1-\xi_{i}
$$

Of course, we have to require the slack variables to be as small as possible. This is achieved by adding the sum of the slack variables to the objective function, scaled with a cost factor $C$. We refer to this idea as the linear C-SVM in the following.

## Linear C-SVM: The Primal Problem

For a given data set $\mathbf{Z}$, minimize

$$
\frac{1}{2}\|\mathbf{w}\|^{2}+C \sum_{i=1}^{l} \xi_{i}
$$

with respect to $\mathbf{w} \in \mathbb{R}^{d}, b \in \mathbb{R}$, and $\left(\xi_{1}, \ldots, \xi_{l}\right) \in \mathbb{R}^{l}$ subject to the following constraints:

$$
\left.\begin{array}{rl}
y^{i}\left(\mathbf{w} \cdot \mathbf{x}^{i}+b\right)-1+\xi_{i} & \geq 0 \\
\xi_{i} & \geq 0
\end{array}\right\} \quad \text { for all } i=1, \ldots, l
$$

## Linear C-SVM: Lagrange Function

We introduce Lagrange multipliers $\alpha_{1}, \ldots, \alpha_{l}$ and $\lambda_{1}, \ldots, \lambda_{l}$. Then the Lagrange function is given as

$$
\begin{aligned}
& L\left(\mathbf{w}, b, \xi_{1}, \ldots, \xi_{l} ; \alpha_{1}, \ldots, \alpha_{l}, \lambda_{1}, \ldots, \lambda_{l}\right) \\
& \quad=\frac{1}{2}\|\mathbf{w}\|^{2}+C \sum_{i=1}^{l} \xi_{i}-\sum_{i=1}^{l} \alpha_{i}\left(y^{i}\left(\mathbf{w} \cdot \mathbf{x}^{i}+b\right)-1+\xi_{i}\right)-\sum_{i=1}^{l} \lambda_{i} \xi_{i} \\
& \quad=\frac{1}{2}\|\mathbf{w}\|^{2}-\mathbf{w} \cdot \sum_{i=1}^{l} \alpha_{i} y^{i} \mathbf{x}^{i}-b \sum_{i=1}^{l} \alpha_{i} y^{i}+\sum_{i=1}^{l} \alpha_{i}+\sum_{i=1}^{l}\left(C-\alpha_{i}-\lambda_{i}\right) \xi_{i}
\end{aligned}
$$

## Linear C-SVM: Dual Formulation (1/3)

Solving the dual problem includes minimizing $L$ with respect to $\mathbf{w}, b$ and $\xi_{1}, \ldots, \xi_{l}$ (for fixed Lagrange multipliers). This enforces the conditions

$$
\begin{aligned}
& \frac{\partial L}{\partial \mathbf{w}}\left(\mathbf{w}, b, \xi_{1}, \ldots, \xi_{l} ; \alpha_{1}, \ldots, \alpha_{l}, \lambda_{1}, \ldots, \lambda_{l}\right)=0 \\
& \frac{\partial L}{\partial b}\left(\mathbf{w}, b, \xi_{1}, \ldots, \xi_{l} ; \alpha_{1}, \ldots, \alpha_{l}, \lambda_{1}, \ldots, \lambda_{l}\right)=0 \\
& \frac{\partial L}{\partial \xi_{j}}\left(\mathbf{w}, b, \xi_{1}, \ldots, \xi_{l} ; \alpha_{1}, \ldots, \alpha_{l}, \lambda_{1}, \ldots, \lambda_{l}\right)=0, \quad \text { for all } j=1, \ldots, l
\end{aligned}
$$

which again imply

$$
\mathbf{w}=\sum_{i=1}^{l} \alpha_{i} y^{i} \mathbf{x}^{i} \quad \sum_{i=1}^{l} \alpha_{i} y^{i}=0
$$

and, additionally, $C-\alpha_{j}-\lambda_{j}=0$ for all $j=1, \ldots, l$.

## Linear C-SVM: Dual Formulation (2/3)

The equalities $C-\alpha_{j}-\lambda_{j}=0$ imply that we may substitute $\lambda_{j}=C-\alpha_{j}$. The constraints $\lambda_{j} \geq 0$ further imply that we must ensure $C-\alpha_{j} \geq 0$, hence $\alpha_{j} \leq C$ for all $j=1, \ldots, l$.

Finally, we obtain the same objective function

$$
\mathcal{L}\left(\alpha_{1}, \ldots, \alpha_{l}\right)=\sum_{i=1}^{l} \alpha_{i}-\frac{1}{2} \sum_{i=1}^{l} \sum_{j=1}^{l} \alpha_{i} \alpha_{j} y^{i} y^{j} \mathbf{x}^{i} \cdot \mathbf{x}^{j}
$$

The final solution can be found by maximizing $\mathcal{L}$ with respect to the Lagrange multipliers $\alpha_{i}$ subject to the constraints $\alpha_{i} \geq 0$ (for all $i=1, \ldots, l$ ), $\sum_{i=1}^{l} \alpha_{i} y^{i}=0$, and the additional constraints $\alpha_{i} \leq C$ (for all $i=1, \ldots, l$ ).

## Linear C-SVM: Dual Formulation (3/3)

With the same conventions as above, we can write the dual problem as follows:

Minimize

$$
\frac{1}{2} \boldsymbol{\alpha}^{T} \mathbf{Q} \boldsymbol{\alpha}-\mathbf{1}^{T} \boldsymbol{\alpha}
$$

with respect to $\alpha$ subject to the constraints $0 \leq \alpha \leq C 1$ and $\boldsymbol{\alpha}^{T} \mathbf{y}=0$.

Again, this is a convex quadratic optimization problem with linear constraints, so we can efficiently determine a global minimum.

## Linear C-SVM: <br> Constructing the Final Classifier

Analogously to above, the final classification function is given as

$$
g(\mathbf{x})=\operatorname{sign}(\mathbf{w} \cdot \mathbf{x}+b)=\operatorname{sign}\left(\sum_{i=1}^{l} \alpha_{i} y^{i} \mathbf{x}^{i} \cdot \mathbf{x}+b\right)
$$

The computation of $b$, however, requires a bit more caution. In the non-separable case, the Karush-Kuhn-Tucker conditions tell us that

$$
\alpha_{i}\left(y^{i}\left(\mathbf{w} \cdot \mathbf{x}^{i}+b\right)-1+\xi_{i}\right)=0
$$

holds for all $i=1, \ldots, l$. So, if we choose an $i$ such that $\alpha_{i}>0$, we would need the value $\xi_{i}$ to determine $b$.

## Linear C-SVM: <br> Constructing the Final Classifier (cont'd)

However, note that the Karush-Kuhn-Tucker conditions also imply (for the other set of constraints $\xi_{i} \geq 0$ ) that

$$
\lambda_{i} \xi_{i}=\left(C-\alpha_{i}\right) \xi_{i}=0
$$

holds for all $i=1, \ldots, l$. So if we manage to find a $j$ such that $0<$ $\alpha_{j}<C$ holds, we can infer $\xi_{j}=0$ and, thus, $y^{j}\left(\mathbf{w} \cdot \mathbf{x}^{j}+b\right)-1=0$, i.e. we can use the same method as described above:

$$
b=y^{j}-\mathbf{w} \cdot \mathbf{x}^{j}=y^{j}-\sum_{i=1}^{l} \alpha_{i} y^{i} \mathbf{x}^{i} \cdot \mathbf{x}^{j}
$$

It may only happen in degenerate cases that no $\alpha_{j}$ exists such that $0<\alpha_{j}<C$ holds (see literature).

## Linear C-SVM:

Interpretation of the Solution


## The Non-Separable Case: <br> An Alternative Approach

- In a linear C-SVM, the parameter $C$ does not have a very intuitive interpretation (beside the obvious fact that its choice is a trade-off between minimizing the training error and maximizing the margin)
- Obviously, $\xi_{i}>0$ holds if and only if

$$
y^{i}\left(\mathbf{w} \cdot \mathbf{x}^{i}+b\right)<1,
$$

i.e. $\left(\mathbf{x}_{i}, y^{i}\right)$ is a margin error with $\rho=1$ (and, in this case, we have $\left.\alpha_{i}=C\right)$.

- An alternative linear SVM method is based on explicitly introducing a varying threshold $\rho$ and optimizing it simultaneously. The influence of $\rho$ on the objective function is then controlled by a factor $\nu$. We will refer to this idea as linear $\nu$-SVM in the following.


## Linear $\nu$-SVM: The Primal Problem

For a given data set $\mathbf{Z}$, minimize

$$
\frac{1}{2}\|\mathbf{w}\|^{2}-\nu \rho+\frac{1}{l} \sum_{i=1}^{l} \xi_{i}
$$

with respect to $\mathbf{w} \in \mathbb{R}^{d}, b \in \mathbb{R}, \rho \in \mathbb{R}$, and $\left(\xi_{1}, \ldots, \xi_{l}\right) \in \mathbb{R}^{l}$ subject to the following constraints:

$$
\left.\begin{array}{rl}
\rho & \geq 0 \\
y^{i}\left(\mathbf{w} \cdot \mathbf{x}^{i}+b\right)-\rho+\xi_{i} & \geq 0 \\
\xi_{i} & \geq 0
\end{array}\right\} \quad \text { for all } i=1, \ldots, l
$$

## Linear $\nu$-SVM: Lagrange Function

We introduce Lagrange multipliers $\alpha_{1}, \ldots, \alpha_{l}, \lambda_{1}, \ldots, \lambda_{l}$, and $\delta$. Then the Lagrange function is given as

$$
L\left(\mathbf{w}, b, \rho, \xi_{1}, \ldots, \xi_{l} ; \alpha_{1}, \ldots, \alpha_{l}, \delta, \lambda_{1}, \ldots, \lambda_{l}\right)
$$

$$
=\frac{1}{2}\|\mathbf{w}\|^{2}-\nu \rho+\frac{1}{l} \sum_{i=1}^{l} \xi_{i}-\delta \rho-\sum_{i=1}^{l} \alpha_{i}\left(y^{i}\left(\mathbf{w} \cdot \mathbf{x}^{i}+b\right)-\rho+\xi_{i}\right)-\sum_{i=1}^{l} \lambda_{i} \xi_{i}
$$

$$
=\frac{1}{2}\|\mathbf{w}\|^{2}-\mathbf{w} \cdot \sum_{i=1}^{l} \alpha_{i} y^{i} \mathbf{x}^{i}-b \sum_{i=1}^{l} \alpha_{i} y^{i}
$$

$$
+\rho\left(\sum_{i=1}^{l} \alpha_{i}-\nu-\delta\right)+\sum_{i=1}^{l}\left(\frac{1}{l}-\alpha_{i}-\lambda_{i}\right) \xi_{i}
$$

## Linear $\nu$-SVM: Dual Formulation (1/3)

Solving the dual problem includes minimizing $L$ with respect to $\mathbf{w}, b, \rho$ and $\xi_{1}, \ldots, \xi_{l}$ (for fixed Lagrange multipliers). This enforces the conditions

$$
\begin{aligned}
& \frac{\partial L}{\partial \mathbf{w}}\left(\mathbf{w}, b, \rho, \xi_{1}, \ldots, \xi_{l} ; \alpha_{1}, \ldots, \alpha_{l}, \delta, \lambda_{1}, \ldots, \lambda_{l}\right)=0 \\
& \frac{\partial L}{\partial b}\left(\mathbf{w}, b, \rho, \xi_{1}, \ldots, \xi_{l} ; \alpha_{1}, \ldots, \alpha_{l}, \delta, \lambda_{1}, \ldots, \lambda_{l}\right)=0 \\
& \frac{\partial L}{\partial \rho}\left(\mathbf{w}, b, \rho, \xi_{1}, \ldots, \xi_{l} ; \alpha_{1}, \ldots, \alpha_{l}, \delta, \lambda_{1}, \ldots, \lambda_{l}\right)=0 \\
& \frac{\partial L}{\partial \xi_{i}}\left(\mathbf{w}, b, \rho, \xi_{1}, \ldots, \xi_{l} ; \alpha_{1}, \ldots, \alpha_{l}, \delta, \lambda_{1}, \ldots, \lambda_{l}\right)=0, \quad \text { for all } i=1, \ldots, l
\end{aligned}
$$

which imply

$$
\mathbf{w}=\sum_{i=1}^{l} \alpha_{i} y^{i} \mathbf{x}^{i}, \quad \sum_{i=1}^{l} \alpha_{i} y^{i}=0
$$

$$
\frac{1}{l}-\alpha_{i}-\lambda_{i}=0(\text { for all } i=1, \ldots, l), \text { and } \sum_{i=1}^{l} \alpha_{i}-\nu-\delta=0
$$

## Linear $\nu$-SVM: Dual Formulation (2/3)

The equalities $\frac{1}{l}-\alpha_{i}-\lambda_{i}=0$ imply $\lambda_{i}=\frac{1}{l}-\alpha_{i}$ for all $i=1, \ldots, l$. Together with $\lambda_{i} \geq 0$, we obtain the constraint $\alpha_{i} \leq \frac{1}{l}$ (for all $i=1, \ldots, l$ ).
The equality $\sum_{i=1}^{l} \alpha_{i}-\nu-\delta=0$ implies $\delta=\sum_{i=1}^{l} \alpha_{i}-\nu$, thus, by $\delta \geq 0$, we obtain the constraint $\sum_{i=1}^{l} \alpha_{i} \geq \nu$.

Finally, we obtain the objective function

$$
\mathcal{L}\left(\alpha_{1}, \ldots, \alpha_{l}\right)=-\frac{1}{2} \sum_{i=1}^{l} \sum_{j=1}^{l} \alpha_{i} \alpha_{j} y^{i} y^{j} \mathbf{x}^{i} \cdot \mathbf{x}^{j}
$$

The final solution can be found by maximizing $\mathcal{L}$ with respect to the Lagrange multipliers $\alpha_{i}$ subject to the constraints $0 \leq \alpha_{i} \leq \frac{1}{l}$ (for all $i=1, \ldots, l), \sum_{i=1}^{l} \alpha_{i} y^{i}=0$, and $\sum_{i=1}^{l} \alpha_{i} \geq \nu$.

## Linear $\nu$-SVM: Dual Formulation (3/3)

With the same conventions as above, we can write the dual problem as follows:

Minimize

$$
\boldsymbol{\alpha}^{T} \mathbf{Q} \boldsymbol{\alpha}
$$

with respect to $\boldsymbol{\alpha}$ subject to the constraints $\mathbf{0} \leq \boldsymbol{\alpha} \leq \frac{1}{l} \mathbf{1}, \boldsymbol{\alpha}^{T} \mathbf{y}=0$, and $\mathbf{1}^{T} \boldsymbol{\alpha} \geq \nu$.

This is again a convex quadratic optimization problem with linear constraints, so we can efficiently determine a global minimum.

## Linear $\nu$-SVM: <br> Constructing the Final Classifier

Analogously to above, the final classification function is given as

$$
g(\mathbf{x})=\operatorname{sign}(\mathbf{w} \cdot \mathbf{x}+b)=\operatorname{sign}\left(\sum_{i=1}^{l} \alpha_{i} y^{i} \mathbf{x}^{i} \cdot \mathbf{x}+b\right)
$$

The computation of $b$ is even more tricky. The Karush-Kuhn-Tucker conditions tell us that

$$
\alpha_{i}\left(y^{i}\left(\mathbf{w} \cdot \mathbf{x}^{i}+b\right)-\rho+\xi_{i}\right)=0
$$

holds for all $i=1, \ldots, l$. So, if we choose an $i$ such that $\alpha_{i}>0$, we would need the values $\xi_{i}$ and $\rho$ to determine $b$.

## Linear $\nu$-SVM: <br> Constructing the Final Classifier (cont'd)

Hence, we need to take two support vectors $\mathbf{x}^{r}$ and $\mathbf{x}^{q}$ such that $0<\alpha_{r}<$ $\frac{1}{l}, 0<\alpha_{q}<\frac{1}{l}, y^{r}=+1$, and $y^{q}=-1$ and solve two linear equations in two variables, $b$ and $\rho$. The solutions are given as follows:

$$
\begin{aligned}
\rho & =\frac{1}{2} \mathbf{w} \cdot\left(\mathbf{x}^{r}-\mathbf{x}^{q}\right)=\frac{1}{2}\left(\mathbf{x}^{r}-\mathbf{x}^{q}\right) \cdot \sum_{i=1}^{l} \alpha_{i} y^{i} \mathbf{x}^{i} \\
b & =-\frac{1}{2} \mathbf{w} \cdot\left(\mathbf{x}^{r}+\mathbf{x}^{q}\right)=-\frac{1}{2}\left(\mathbf{x}^{r}+\mathbf{x}^{q}\right) \cdot \sum_{i=1}^{l} \alpha_{i} y^{i} \mathbf{x}^{i}
\end{aligned}
$$

It is again possible (for the sake of numerical precision) to compute the solution by averaging over two equally large sets of positive and negative support vectors all fulfilling $0<\alpha_{i}<\frac{1}{l}$.

## Linear $\nu$-SVM: <br> Interpretation of the Parameter $\nu$

Theorem. Assume that we are given a $\nu$-SVM solution according to some data set $\mathbf{Z}_{l}$ of $l$ i.i.d. samples (according to a given distribution $p(\mathbf{x}, y))$ such that $\rho>0$ holds. Then the following holds:

1. $\nu$ is an upper bound for the proportion of margin errors.
2. $\nu$ is a lower bound for the proportion of support vectors.
3. Provided that $p(\mathbf{x} \mid y=+1)$ and $p(\mathbf{x} \mid y=-1)$ do not have any discrete components, the proportions of margin errors and support vectors converge to $\nu$ with probability 1 (as $l$ goes to infinity).

## Connection C-SVM - $\nu$-SVM

Theorem. Assume that we are given a $\nu$-SVM solution according to some data set $\mathbf{Z}_{l}$ such that $\rho>0$ holds. Then exactly the same decision function (note: not necessarily the same discriminant function) would have been obtained if we had trained a C-SVM with $C=\frac{1}{\rho l}$.

## Some Notes on the Choice of $\nu$

- It is clear that the constraint $\sum_{i=1}^{l} \alpha_{i}=\nu$ (whereas $0 \leq \alpha_{i} \leq \frac{1}{l}$ ) enforces $0 \leq \nu \leq 1$.
- Moreover, assuming that we have $p$ positive training samples and $n=l-p$ negative training samples, the constraints $\sum_{i=1}^{l} \alpha_{i}=\nu$ and $\sum_{i=1}^{l} \alpha_{i} y^{i}=0$ can only be fulfilled simultaneously if the following holds:

$$
\nu \leq \frac{2}{l} \min (p, l-p)
$$

This means that our choice of $\nu$ is strongly limited if we have a highly unbalanced data set!

## Nonlinear Support Vector Machines: Introduction

- Clearly, linear separability is a very restrictive assumption. The higher the dimensionality, however, the easier we can achieve linear separability for a given number of samples $l$.
- Nonlinear support vector machines are based on the idea of transforming the data into a higher-dimensional space in a way that the given problem hopefully becomes (almost) linearly separable in this space, i.e. we choose a Hilbert space $\mathcal{H}$ and a (nonlinear) mapping $\Phi: X \rightarrow \mathcal{H}$.
- Then, hypothetically, we could apply the linear method presented previously in the space $\mathcal{H}$.
- The obvious problem is how to specify $\mathcal{H}$ and $\Phi$.


## Nonlinear Support Vector Machines: Introduction (cont'd)



## Nonlinear Support Vector Machines: <br> The Basic Idea

In solving the dual problem and computing the final classification function, we have only scalar products of pairs of samples appear. Therefore, it is not necessary to explicitly know $\mathcal{H}$ and $\Phi$.

- For solving the dual problem, it is sufficient to know $\Phi\left(\mathrm{x}^{i}\right) \cdot \Phi\left(\mathrm{x}^{j}\right)$ for all pairs of training samples $\mathbf{x}^{i}, \mathbf{x}^{j}(i, j=1, \ldots, l)$.
- For computing the classification of a new sample $\mathbf{x}$, it is sufficient to know $\Phi(\mathrm{x}) \cdot \Phi\left(\mathrm{x}^{i}\right)$ for all $i=1, \ldots, l$.

So suppose we are given a mapping $k: X \times X \rightarrow \mathbb{R}$ (the so-called kernel) for which we know that there exists a Hilbert space $\mathcal{H}$ and a mapping $\Phi: X \rightarrow \mathcal{H}$ such that $k(\mathbf{x}, \mathbf{y})=\Phi(\mathbf{x}) \cdot \Phi(\mathbf{y})$ holds for all $\mathbf{x}, \mathbf{y} \in X$.

## Nonlinear Support Vector Machines: <br> The Kernel Trick
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- Normally, one would assume that the kernel $k$ should be chosen specifically suited to the given learning task. However, this is often too hard to do.
- Instead, it is usual to make an a priori choice of the kernel $k$ using common sense and, if available, prior knowledge about the problem.
- To replace scalar products by an a priori choice of a kernel in order to "non-linearize" a given algorithm is often termed "kernel trick". It can be applied to any algorithm that uses only scalar products-including, among a lot of others, support vector machines.


## C-SVM: Dual Problem (1/3)

Applying the kernel trick to the linear C-SVM, we obtain the following optimization problem: ${ }^{a}$

Maximize

$$
\mathcal{L}\left(\alpha_{1}, \ldots, \alpha_{l}\right)=\sum_{i=1}^{l} \alpha_{i}-\frac{1}{2} \sum_{i=1}^{l} \sum_{j=1}^{l} \alpha_{i} \alpha_{j} y^{i} y^{j} k\left(\mathbf{x}^{i}, \mathbf{x}^{j}\right) .
$$

with respect to the Lagrange multipliers $\alpha_{i}$ subject to the constraints $0 \leq \alpha_{i} \leq C$ (for all $i=1, \ldots, l$ ) and $\sum_{i=1}^{l} \alpha_{i} y^{i}=0$.
${ }^{a}$ Note that we do not bother about considering the separable case here. Most often, we cannot check/guarantee linear separability in the (unknown) Hilbert space $\mathcal{H}$ anyway.

## C-SVM: Dual Problem (2/3)

Let the vectors $\mathbf{0}, \mathbf{1}, \boldsymbol{\alpha}$ be defined as above. With the definition

$$
\mathbf{Q}=\left(y^{i} y^{j} k\left(\mathbf{x}^{i}, \mathbf{x}^{j}\right)\right)_{i=1, \ldots, l}^{j=1, \ldots, l},
$$

we can write the dual problem as follows:

Minimize

$$
\frac{1}{2} \boldsymbol{\alpha}^{T} \mathbf{Q} \boldsymbol{\alpha}-\mathbf{1}^{T} \boldsymbol{\alpha}
$$

with respect to $\alpha$ subject to the constraints $\mathbf{0} \leq \boldsymbol{\alpha} \leq C \mathbf{1}$ and $\boldsymbol{\alpha}^{T} \mathbf{y}=$ 0.

## C-SVM: Dual Problem (3/3)

If we can be sure that $k(\mathbf{x}, \mathbf{y})=\Phi(\mathbf{x}) \cdot \Phi(\mathbf{y})$ holds for some choice of $\mathcal{H}$ and $\Phi$, we know that $\mathbf{K}=\left(k\left(\mathbf{x}^{i}, \mathbf{x}^{j}\right)\right)_{i=1, \ldots, l}^{j=1 \ldots, l}$ is a positive semidefinite Gram matrix. Hence, $\mathbf{Q}$ is also positive semi-definite and the optimization problem above is again convex and quadratic with linear constraints. Regardless of the possibly non-linear kernel, we can apply the same methods for solving it.

## C-SVM: Constructing the Final Classifier

Analogously to above, the final classification function is given as

$$
g(\mathbf{x})=\operatorname{sign}\left(\sum_{i=1}^{l} \alpha_{i} y^{i} k\left(\mathbf{x}^{i}, \mathbf{x}\right)+b\right)
$$

The threshold $b$ can be computed as

$$
b=y^{j}-\sum_{i=1}^{l} \alpha_{i} y^{i} k\left(\mathbf{x}^{i}, \mathbf{x}^{j}\right)
$$

for a given support vector $\mathbf{x}^{j}$ fulfilling $0<\alpha_{j}<C$ (or as an average of this value for several support vectors fulfilling this condition).

## $\nu$-SVM: Dual Problem

Applying the kernel trick to the linear $\nu$-SVM, we obtain the following optimization problem:

Maximize

$$
\mathcal{L}\left(\alpha_{1}, \ldots, \alpha_{l}\right)=-\frac{1}{2} \sum_{i=1}^{l} \sum_{j=1}^{l} \alpha_{i} \alpha_{j} y^{i} y^{j} k\left(\mathbf{x}^{i}, \mathbf{x}^{j}\right) .
$$

with respect to the Lagrange multipliers $\alpha_{i}$ subject to the constraints $0 \leq \alpha_{i} \leq \frac{1}{l}$ (for all $i=1, \ldots, l$ ), $\sum_{i=1}^{l} \alpha_{i} y^{i}=0$, and $\sum_{i=1}^{l} \alpha_{i} \geq \nu$.

## $\nu$-SVM: Dual Problem (cont'd)

With the same conventions as above, we can write the dual problem as follows:

Minimize

$$
\boldsymbol{\alpha}^{T} \mathbf{Q} \boldsymbol{\alpha}
$$

with respect to $\boldsymbol{\alpha}$ subject to the constraints $\mathbf{0} \leq \boldsymbol{\alpha} \leq \frac{1}{l} \mathbf{1}, \boldsymbol{\alpha}^{T} \mathbf{y}=0$, and $\mathbf{1}^{T} \boldsymbol{\alpha} \geq \nu$.

This is again a convex quadratic optimization problem with linear constraints, so we can efficiently determine a global minimum.

## $\nu$-SVM: Constructing the Final Classifier

Analogously to above, the final classification function is given as

$$
g(\mathbf{x})=\operatorname{sign}\left(\sum_{i=1}^{l} \alpha_{i} y^{i} k\left(\mathbf{x}^{i}, \mathbf{x}\right)+b\right)
$$

Now choose two support vectors $\mathbf{x}^{r}$ and $\mathbf{x}^{q}$ such that $0<\alpha_{r}<\frac{1}{l}, 0<$ $\alpha_{q}<\frac{1}{l}, y^{r}=+1$, and $y^{q}=-1$. Then $\rho$ and $b$ can be computed as follows:

$$
\begin{aligned}
\rho & =\frac{1}{2}\left(\sum_{i=1}^{l} \alpha_{i} y^{i} k\left(\mathbf{x}^{i}, \mathbf{x}^{r}\right)-\sum_{i=1}^{l} \alpha_{i} y^{i} k\left(\mathbf{x}^{i}, \mathbf{x}^{q}\right)\right) \\
b & =-\frac{1}{2}\left(\sum_{i=1}^{l} \alpha_{i} y^{i} k\left(\mathbf{x}^{i}, \mathbf{x}^{r}\right)+\sum_{i=1}^{l} \alpha_{i} y^{i} k\left(\mathbf{x}^{i}, \mathbf{x}^{q}\right)\right)
\end{aligned}
$$

- Analogously to the linear case, $\rho$ and $b$ can be computed using more than just a pair of support vectors.
- The theorem concerning the interpretation of $\nu$ also holds for the general $\nu$-SVM, with only minor modifications. 1. and 2. hold in the same way. For 3., we have to assume that the kernel is not constant and analytic.
- The theorem establishing the connection C-SVM - $\nu$-SVM holds without any modification.
- The notes concerning the choice of $\nu$ apply in the same way. As a consequence, the limitations of the $\nu$-SVM for highly unbalanced data sets persist.


## Which Mappings $k(.,$.$) Are Appropriate?$

It is clear that we cannot choose $k(.,$.$) completely arbitrarily. Mer-$ cer's theorem provides us with a necessary and sufficient condition under which a mapping $k$ can be considered a meaningful kernel.

Theorem. A continuous two-place mapping $k: X^{2} \rightarrow \mathbb{R}$ can be represented by $k(\mathbf{x}, \mathbf{y})=\Phi(\mathbf{x}) \cdot \Phi(\mathbf{y})$ for some choice of a Hilbert space $\mathcal{H}$ and an $X \rightarrow \mathcal{H}$ mapping $\Phi$ if any only if

$$
\begin{equation*}
\int_{X^{2}} k(\mathbf{x}, \mathbf{y}) f(\mathbf{x}) f(\mathbf{y}) d \mathbf{x} d \mathbf{y} \geq 0 \tag{3}
\end{equation*}
$$

holds for all square-integrable functions $f \in L^{2}(X)$.

## Which Mappings $k(.,$.$) Are Appropriate?$ (cont'd)

Mercer's condition (3) can be understood as the positive semidefiniteness of $k$. If it is fulfilled, we can be sure that the Gram ma$\operatorname{trix} \mathbf{K}=\left(k\left(\mathbf{x}^{i}, \mathbf{x}^{j}\right)\right)_{i=1, \ldots, l}^{j=1 \ldots, l}$ is positive semi-definite for any choice of training data $\mathrm{x}^{1}, \ldots, \mathrm{x}^{l}$; thus, the dual problem is a convex quadratic optimization problem. Moreover, we can be sure that generalized derivatives exist such that solving the dual problem is equivalent to solving a (hypothetical) primal problem.

## Standard Kernels

The following kernels are often used in practice:
Linear: $k(\mathbf{x}, \mathbf{y})=\mathbf{x} \cdot \mathbf{y}$
Polynomial: $k(\mathbf{x}, \mathbf{y})=(\mathbf{x} \cdot \mathbf{y}+\beta)^{\alpha}$
Gaussian/RBF: ${ }^{\mathbf{a}} k(\mathbf{x}, \mathbf{y})=\exp \left(-\frac{1}{2 \sigma^{2}}\|\mathbf{x}-\mathbf{y}\|^{2}\right)$
Sigmoid: $k(\mathbf{x}, \mathbf{y})=\tanh (\alpha \mathbf{x} \cdot \mathbf{y}+\beta)$
${ }^{a}$ RBF = Radial Basis Function

## Standard Kernels: Some Notes

- The sigmoid kernel is not a very popular choice; moreover, it is not positive semi-definite for all choices of $\alpha$ and $\beta$.
- The RBF kernel is the most popular choice.
- As the RBF kernel can only take values from [0, 1], it maps into a hyper-sphere of radius 1 .
- The VC dimension of SVMs with RBF kernel is infinite.
- The Hilbert space corresponding to the RBF kernel is infinitely dimensional.


## Custom Kernels

It is not as difficult to define new kernels as it may seem at first glance:

- If we can define the Hilbert space $\mathcal{H}$ (most often $\mathbb{R}^{k}$ ) and the mapping $\Phi$ explicitly, we are safe (e.g. spectrum and mismatch kernel in bioinformatics).
- Products, weighted sums (and a lot more operations) applied to positive semi-definite kernels give semi-definite kernels.
- Suppose that we have a mapping $\Psi: X \rightarrow Y$, where $Y$ is some feature space, and a semi-definite kernel $k: Y^{2} \rightarrow \mathbb{R}$. Then $k^{\prime}: X^{2} \rightarrow \mathbb{R}$, defined as $k^{\prime}(\mathbf{x}, \mathbf{y})=k(\Psi(\mathbf{x}), \Psi(\mathbf{y}))$ is also a positive semi-definite kernel.


## Ensuring Positive Semi-Definite Gram Matrices

- It is easy to see that adding a constant $e$ to the diagonal of a symmetric matrix shifts all eigenvalues by $e$; hence, we can make an indefinite symmetric matrix positive semi-definite by subtracting the smallest eigenvalue (or a lower bound for it).
- We can apply this trick to SVMs: if we have a "Gram matrix" $K$ which is not positive semi-definite, we can make it positive semi-definite by adding a sufficiently large constant to the diagonal.
- This heuristic lacks mathematical foundation, but often works well in practice (e.g. Smith-Waterman "kernel" in bioinformatics).


## Some Notes on Complexity of SVMs

Although SVMs are motivated by structural risk minimization (SRM), there are issues related to complexity left.

- If the RBF kernel is used, the choice of $\sigma$ is crucial (note: infinite VC dimension if we admit any choice of $\sigma$ ): too large $\sigma \rightarrow$ underfitting; too small $\sigma \rightarrow$ overfitting.
- If the polynomial kernel is used, the degree $\alpha$ is crucial; the VC dimension grows polynomially with $\alpha$.
- The choices of $C$ or $\nu$ also influence complexity. The higher $C$ and $\nu$, the more we punish misclassifications, hence, the higher the tendency of the SVM to produce a more complex model.

It is often unavoidable to use cross validation to find good choices for hyperparameters.

Example: Data Set \#1
C-SVM, $C=1$, linear kernel



Example: Data Set \#1
C-SVM, $C=1000$, linear kernel



## Example: Data Set \#4 <br> C-SVM, $C=1$, RBF kernel, $\frac{1}{2 \sigma^{2}}=1$
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Example: Data Set \#4
C-SVM, $C=10$, RBF kernel, $\frac{1}{2 \sigma^{2}}=10$



# Example: Data Set \#4 

C-SVM, $C=1000$, RBF kernel, $\frac{1}{2 \sigma^{2}}=100$


# Example: Data Set \#6 <br> C-SVM, $C=10$, RBF kernel, $\frac{1}{2 \sigma^{2}}=10$ 




## SVM-Based Approaches to Multi-Class Problems

- Support vector machines are intrinsically based on the idea of separating two classes by maximizing the margin between them. So there is no obvious way to extend them to multi-class problems.
- All approaches introduced so far are based on breaking down the multi-class problem into several binary classification problems.


## Multi-Class SVM Approaches: <br> One Versus the Rest

Given a training set $\mathbf{Z}_{l}=\left(\mathbf{x}_{i}, y_{i}\right)_{i=1, \ldots, l}$, where $y_{i} \in\{1, \ldots, M\}$, $M$ SVM classifiers are trained to separate one class from the remaining $M-1$ ones, i.e. we train $M$ binary SVM classifiers $(j=1, \ldots, M)$

$$
\bar{g}_{j}(\mathbf{x})=\sum_{i=1}^{l} \alpha_{i j} y_{j}^{i} k\left(\mathbf{x}^{i}, \mathbf{x}\right)+b_{j}
$$

where

$$
y_{j}^{i}= \begin{cases}+1 & \text { if } y^{i}=j \\ -1 & \text { otherwise }\end{cases}
$$

## Multi-Class SVM Approaches: <br> One Versus the Rest (cont'd)

Then the final classification for a given sample x is defined as

$$
\arg \max _{j=1, \ldots, M} \bar{g}_{j}(\mathbf{x})
$$

which is basically a "winner-takes-it-all" approach.

Disadvantages:

- Most likely, all $M$ sub-problems are unbalanced, even if the classes are evenly distributed.
- There is no way to guarantee that the discriminant functions $g_{j}$ are on comparable scales.


## Multi-Class SVM Approaches: Multi-Class Objective (1/3)

Consider a training set as above. Then the primal multi-class problem is given as follows (we restrict to the linear case first):

Minimize

$$
\frac{1}{2} \sum_{j=1}^{M}\left\|\mathbf{w}_{j}\right\|^{2}+C \sum_{i=1}^{l} \sum_{j \neq y_{i}} \xi_{i j}
$$

with respect to $\mathbf{w}_{j} \in \mathbb{R}^{d}, b_{j} \in \mathbb{R}$, and $\left(\xi_{i j}\right)_{i=1, \ldots, l}^{j=1, \ldots, M}$ (where $j=1, \ldots, M$ ) subject to the constraints

$$
\begin{aligned}
\mathbf{w}_{y_{i}} \cdot \mathbf{x}^{i}+b_{y_{i}} & \geq \mathbf{w}_{j} \cdot \mathbf{x}^{i}+b_{j}+2-\xi_{i j} \\
\xi_{i j} & \geq 0
\end{aligned}
$$

(for all $i=1, \ldots, l$ and all $j=1, \ldots, M$ such that $j \neq y_{i}$ ).

## Multi-Class SVM Approaches: <br> Multi-Class Objective (2/3)

- Once the optimization problem has been solved, the final classification of a new sample x is computed as

$$
\arg \max _{j=1, \ldots, M} \mathbf{w}_{j} \cdot \mathbf{x}+b_{j}
$$

i.e. this corresponds to a one-versus-the-rest approach with the difference that all $M$ classifiers are simultaneously trained by solving one joint optimization problem.

- The generalization to the non-linear case is straightforward if the dual problem is considered.


## Multi-Class SVM Approaches: <br> Multi-Class Objective (2/3)

- The problem of different scalings of discriminant function does not occur here, as they are jointly optimized with "coupled" slack variables. That is why this is considered a very elegant approach.
- However, the results do not generally outperform the one-against-all approach and the computational effort for solving the multi-objective problem is significantly higher (see literature).


## Multi-Class SVM Approaches: Pairwise Classification

Consider a training set as above. For every pair of indices $j, k \in\{1, \ldots, M\}$ (without loss of generality, assume $j<k$ ), we select those samples from the training set for which $y^{i}$ is $j$ or $k$; let us denote these training sets with $\mathbf{Z}_{j k}$. Similar to above, we assign labels +1 to the samples that originally belonged to class $j$ and -1 to the samples that originally belonged to class $k$ and train a binary SVM classifier on this binary problem. So, in total $\frac{M(M-1)}{2}$ SVMs are trained.

Once this is done, a new sample x is assigned to that class that has obtained the most "votes" from the pairwise classifiers.

## Multi-Class SVM Approaches: <br> Pairwise Classification (cont'd)

- The computational effort for training $\frac{M(M-1)}{2}$ pairwise classifiers is, in average, not higher than for the one-versus-the-rest classifiers, as the sizes of the training sets are smaller. Taking into account that the effort for training an SVM grows superlinearly with the number of samples, the asymptotic complexity of pairwise classification is even lower than for one-versus-therest classification.
- The classification of new samples, however, may be slower, yet some improvements are possible (see literature).
- Presently, pairwise classification is the most common approach.


## Support Vector Regression (SVR): Introduction

- So far, we have mainly been interested in the sign of the discriminant function of a support vector machine. The constraints in the resulting optimization problems were designed to maintain equal signs of the training labels and the discriminant function, but the magnitude of the discriminant function was neglected (except inside the margin).
- The SVMs considered so far are, therefore, useless for regression tasks.
- However, if we managed to reformulate the constraints such that the value of the discriminant function at a certain training input is pushed to the actual label value, we could generalize the SVM idea to regression.


## $\varepsilon$-Insensitive Loss and $\varepsilon$-Tubes

The $\varepsilon$-insensitive loss function $L_{\varepsilon}$ is defined as

$$
L_{\varepsilon}(y, g(\mathbf{x}))=\max (0,|y-g(\mathbf{x})|-\varepsilon)
$$

Obviously, $L_{\varepsilon}(y, g(\mathbf{x}))=0$ if and only if $|y-g(\mathbf{x})| \leq \varepsilon$. Hence, the $\varepsilon$-insensitive loss defines an $\varepsilon$-tube around the regression function $g$ and checks for a given sample whether it is inside this $\varepsilon$-tube. If not, the loss of the sample is defined as the distance to the $\varepsilon$-tube.

The basic idea behind support vector regression is to adjust the regression function such that the data points are within the/an $\varepsilon$ tube.

## Linear $\varepsilon$-SVR: The Primal Problem

For a given data set $\mathbf{Z}$, minimize

$$
\frac{1}{2}\|\mathbf{w}\|^{2}+C \sum_{i=1}^{l}\left(\xi_{i}^{+}+\xi_{i}^{-}\right)
$$

with respect to $\mathbf{w} \in \mathbb{R}^{d}, b \in \mathbb{R},\left(\xi_{1}^{+}, \ldots, \xi_{l}^{+}\right) \in \mathbb{R}^{l}$, and $\left(\xi_{1}^{-}, \ldots, \xi_{l}^{-}\right) \in$ $\mathbb{R}^{l}$ subject to the following constraints:

$$
\left.\begin{array}{r}
y^{i}-\left(\mathbf{w} \cdot \mathbf{x}^{i}+b\right) \leq \varepsilon+\xi_{i}^{+} \\
\left(\mathbf{w} \cdot \mathbf{x}^{i}+b\right)-y_{i} \leq \varepsilon+\xi_{i}^{-} \\
\xi_{i}^{+} \geq 0 \\
\xi_{i}^{-} \geq 0
\end{array}\right\} \quad \text { for all } i=1, \ldots, l
$$

## Linear $\varepsilon$-SVR: Interpretation (1/3)

- We still try to minimize $\frac{1}{2}\|\mathbf{w}\|^{2}$ which is nothing else but the steepness of the regression function. Of course, this has nothing to do with margin maximization anymore, but it can still be understood as a measure of complexity.
- Obviously, the slack variables $\xi_{i}^{+}$measure to which extent $y^{i}$ is above the $\varepsilon$-tube around the regression function; the values $\xi_{i}^{-}$measure to which extent $y^{i}$ is below this $\varepsilon$-tube. The sum of slack variables is added to the objective function to ensure simultaneous minimization of the slack values.
- The parameter $C$ controls the trade-off between accuracy (low slack values) and complexity (flat regression function).


## Linear $\varepsilon$-SVR: Interpretation (2/3)

In the case $\varepsilon=0$, we can reformulate the optimization problem as follows:

Minimize

$$
\frac{1}{2}\|\mathbf{w}\|^{2}+C \sum_{i=1}^{l}\left|\mathbf{w} \cdot \mathbf{x}^{i}+b-y_{i}\right|
$$

with respect to $\mathbf{w} \in \mathbb{R}^{d}$ and $b \in \mathbb{R}$ (without any constraints).

Hence, for very large $C$, we can interpret the $\varepsilon$-SVR with $\varepsilon=0$ as simple data fitting according to the absolute value (norm/loss). For smaller $C$, the importance of the term $\frac{1}{2}\|\mathbf{w}\|^{2}$ increases.

## Linear $\varepsilon$-SVR: Interpretation (3/3)

Finally, we can state that the $\varepsilon$-SVR is a kind of $\varepsilon$-insensitive minimization of the training error according to the absolute value loss (corresponding to the sum of slack values). The term $\frac{1}{2}\|\mathbf{w}\|^{2}$ is rather a regularization/capacity term than the primary objective.

## Linear $\varepsilon$-SVR: Lagrange Function

For brevity, denote

$$
\begin{aligned}
\boldsymbol{\xi}^{+} & =\left(\xi_{1}^{+}, \ldots, \xi_{l}^{+}\right)^{T}, & \boldsymbol{\xi}^{-} & =\left(\xi_{1}^{-}, \ldots, \xi_{l}^{-}\right)^{T}, \\
\boldsymbol{\alpha}^{+} & =\left(\alpha_{1}^{+}, \ldots, \alpha_{l}^{+}\right)^{T}, & \boldsymbol{\alpha}^{-} & =\left(\alpha_{1}^{-}, \ldots, \alpha_{l}^{-}\right)^{T}, \\
\boldsymbol{\lambda}^{+} & =\left(\lambda_{1}^{+}, \ldots, \lambda_{l}^{+}\right)^{T}, & \boldsymbol{\lambda}^{-} & =\left(\lambda_{1}^{-}, \ldots, \lambda_{l}^{-}\right)^{T} .
\end{aligned}
$$

Then the Lagrange function is given as follows:

$$
\begin{aligned}
& L\left(\mathbf{w}, b, \boldsymbol{\xi}^{+}, \boldsymbol{\xi}^{-} ; \boldsymbol{\alpha}^{+}, \boldsymbol{\alpha}^{-}, \boldsymbol{\lambda}^{+}, \boldsymbol{\lambda}^{-}\right) \\
& =\frac{1}{2}\|\mathbf{w}\|^{2}+C \sum_{i=1}^{l}\left(\xi_{i}^{+}+\xi_{i}^{-}\right)-\sum_{i=1}^{l} \alpha_{i}^{+}\left(\varepsilon+\xi_{i}^{+}-y^{i}+\mathbf{w} \cdot \mathbf{x}^{i}+b\right) \\
& \quad-\sum_{i=1}^{l} \alpha_{i}^{-}\left(\varepsilon+\xi_{i}^{-}+y^{i}-\mathbf{w} \cdot \mathbf{x}^{i}-b\right)-\sum_{i=1}^{l} \lambda_{i}^{+} \xi_{i}^{+}-\sum_{i=1}^{l} \lambda_{i}^{-} \xi_{i}^{-}
\end{aligned}
$$

## Linear $\varepsilon$-SVR: Lagrange Function (cont'd)

We can rewrite the Lagrange function as follows:

$$
\begin{aligned}
& L\left(\mathbf{w}, b, \boldsymbol{\xi}^{+}, \boldsymbol{\xi}^{-} ; \boldsymbol{\alpha}^{+}, \boldsymbol{\alpha}^{-}, \boldsymbol{\lambda}^{+}, \boldsymbol{\lambda}^{-}\right) \\
& =\frac{1}{2}\|\mathbf{w}\|^{2}-\mathbf{w} \cdot \sum_{i=1}^{l}\left(\alpha_{i}^{+}-\alpha_{i}^{-}\right) \mathbf{x}^{i}-b \sum_{i=1}^{l}\left(\alpha_{i}^{+}-\alpha_{i}^{-}\right) \\
& \quad+\sum_{i=1}^{l}\left(C-\alpha_{i}^{+}-\lambda_{i}^{+}\right) \xi_{i}^{+}+\sum_{i=1}^{l}\left(C-\alpha_{i}^{-}-\lambda_{i}^{-}\right) \xi_{i}^{-} \\
& \quad-\varepsilon \sum_{i=1}^{l}\left(\alpha_{i}^{+}+\alpha_{i}^{-}\right)+\sum_{i=1}^{l} y^{i}\left(\alpha_{i}^{+}-\alpha_{i}^{-}\right)
\end{aligned}
$$

## Linear $\varepsilon$-SVR: The Dual Problem (1/3)

Minimizing the Lagrange function with respect to $\mathbf{w}, b, \boldsymbol{\xi}^{+}$and $\boldsymbol{\xi}^{-}$enforces the following:

$$
\begin{aligned}
& \frac{\partial L}{\partial \mathbf{w}}\left(\mathbf{w}, b, \boldsymbol{\xi}^{+}, \boldsymbol{\xi}^{-} ; \boldsymbol{\alpha}^{+}, \boldsymbol{\alpha}^{-}, \boldsymbol{\lambda}^{+}, \boldsymbol{\lambda}^{-}\right)=\mathbf{w}-\sum_{i=1}^{l}\left(\alpha_{i}^{+}-\alpha_{i}^{-}\right) \mathbf{x}^{i}=\mathbf{0} \\
& \frac{\partial L}{\partial b}\left(\mathbf{w}, b, \boldsymbol{\xi}^{+}, \boldsymbol{\xi}^{-} ; \boldsymbol{\alpha}^{+}, \boldsymbol{\alpha}^{-}, \boldsymbol{\lambda}^{+}, \boldsymbol{\lambda}^{-}\right)=-\sum_{i=1}^{l}\left(\alpha_{i}^{+}-\alpha_{i}^{-}\right)=0 \\
& \frac{\partial L}{\partial \xi_{i}^{+}}\left(\mathbf{w}, b, \boldsymbol{\xi}^{+}, \boldsymbol{\xi}^{-} ; \boldsymbol{\alpha}^{+}, \boldsymbol{\alpha}^{-}, \boldsymbol{\lambda}^{+}, \boldsymbol{\lambda}^{-}\right)=-\left(C-\alpha_{i}^{+}-\lambda_{i}^{+}\right)=0 \\
& \frac{\partial L}{\partial \xi_{i}^{-}}\left(\mathbf{w}, b, \boldsymbol{\xi}^{+}, \boldsymbol{\xi}^{-} ; \boldsymbol{\alpha}^{+}, \boldsymbol{\alpha}^{-}, \boldsymbol{\lambda}^{+}, \boldsymbol{\lambda}^{-}\right)=-\left(C-\alpha_{i}^{-}-\lambda_{i}^{-}\right)=0
\end{aligned}
$$

Hence, we obtain $\mathbf{w}=\sum_{i=1}^{l}\left(\alpha_{i}^{+}-\alpha_{i}^{-}\right) \mathbf{x}^{i}$ and the constraint $\sum_{i=1}^{l}\left(\alpha_{i}^{+}-\alpha_{i}^{-}\right)=0$.

## Linear $\varepsilon$-SVR: The Dual Problem (2/3)

Moreover, analogously to the C-SVM, we can eliminate the Lagrange multipliers $\lambda_{i}^{+}$and $\lambda_{i}^{-}$by simply adding the constraints $\alpha_{i}^{+} \leq C$ and $\alpha_{i}^{-} \leq C$. Thus, we obtain the following dual problem:
Maximize

$$
\begin{aligned}
\mathcal{L}\left(\boldsymbol{\alpha}^{+}, \boldsymbol{\alpha}^{-}\right)=- & \frac{1}{2} \sum_{i=1}^{l} \sum_{j=1}^{l}\left(\alpha_{i}^{+}-\alpha_{i}^{-}\right)\left(\alpha_{j}^{+}-\alpha_{j}^{-}\right) \mathbf{x}^{i} \cdot \mathbf{x}^{j} \\
& -\varepsilon \sum_{i=1}^{l}\left(\alpha_{i}^{+}+\alpha_{i}^{-}\right)+\sum_{i=1}^{l} y^{i}\left(\alpha_{i}^{+}-\alpha_{i}^{-}\right)
\end{aligned}
$$

with respect to $\boldsymbol{\alpha}^{+}$and $\boldsymbol{\alpha}^{-}$subject to the constraints $0 \leq \alpha_{i}^{+} \leq C, 0 \leq$ $\alpha_{i}^{-} \leq C(i=1, \ldots, l)$, and $\sum_{i=1}^{l}\left(\alpha_{i}^{+}-\alpha_{i}^{-}\right)=0$.

## Linear $\varepsilon$-SVR: The Dual Problem (3/3)

With the above notations and the convention $\mathbf{K}=\mathbf{X X}^{T}$, we can rewrite the dual problem as follows:

Minimize

$$
\frac{1}{2}\left(\boldsymbol{\alpha}^{+}-\boldsymbol{\alpha}^{-}\right)^{T} \mathbf{K}\left(\boldsymbol{\alpha}^{+}-\boldsymbol{\alpha}^{-}\right)+\varepsilon \mathbf{1}^{T}\left(\boldsymbol{\alpha}^{+}+\boldsymbol{\alpha}^{-}\right)-\mathbf{y}^{T}\left(\boldsymbol{\alpha}^{+}-\boldsymbol{\alpha}^{-}\right)
$$

with respect to $\alpha^{+}$and $\alpha^{-}$subject to the constraints $\mathbf{0} \leq \alpha^{+} \leq C 1$, $\mathbf{0} \leq \boldsymbol{\alpha}^{+} \leq C \mathbf{1}$, and $\mathbf{1}^{T}\left(\boldsymbol{\alpha}^{+}-\boldsymbol{\alpha}^{-}\right)=0$.

This is again a convex quadratic optimization problem with linear constraints.

## Linear $\varepsilon$-SVR: <br> The Final Regression Function

Once the dual problem has been solved, the final regression function is given as

$$
g(\mathbf{x})=\mathbf{w} \cdot \mathbf{x}+b=\sum_{i=1}^{l}\left(\alpha_{i}^{+}-\alpha_{i}^{-}\right) \mathbf{x}^{i} \cdot \mathbf{x}+b .
$$

To compute $b$, we have to consider the Karush-Kuhn-Tucker conditions again which, in this case, enforce the following (for all $i=1, \ldots, l$ ):

$$
\begin{aligned}
\alpha_{i}^{+}\left(\varepsilon+\xi_{i}^{+}-y^{i}+\mathbf{w} \cdot \mathbf{x}^{i}+b\right) & =0 \\
\alpha_{i}^{-}\left(\varepsilon+\xi_{i}^{-}+y^{i}-\mathbf{w} \cdot \mathbf{x}^{i}-b\right) & =0 \\
\left(C-\alpha_{i}^{+}\right) \xi_{i}^{+} & =0 \\
\left(C-\alpha_{i}^{-}\right) \xi_{i}^{-} & =0
\end{aligned}
$$

## Linear $\varepsilon$-SVR: <br> The Final Regression Function (cont'd)

So, for any $\alpha_{j}^{+}$such that $0<\alpha_{j}^{+}<C$, we can infer $\xi_{j}^{+}=0$ and compute $b$ as

$$
b=y^{j}-\mathbf{w} \mathbf{x}^{j}-\varepsilon=y^{j}-\sum_{i=1}^{l}\left(\alpha_{i}^{+}-\alpha_{i}^{-}\right) \mathbf{x}^{i} \cdot \mathbf{x}^{j}-\varepsilon .
$$

This can be done in the same way for any $\alpha_{j}^{-}$such that $0<\alpha_{j}^{-}<C$. It is again numerically safer to consider all Lagrange multipliers from $] 0, C[$ and to compute the average $b$ value.

We further note that $0<\alpha_{i}^{+}<C$ means that $\xi_{i}^{+}=0$ and $y^{i}-\mathbf{w} \cdot \mathbf{x}^{i}-b=\varepsilon$ hold simultaneously, i.e. the sample $\left(\mathrm{x}^{i}, y^{i}\right)$ is on the upper border of the $\varepsilon$-tube around the regression function. Analogously, $0<\alpha_{i}^{-}<C$ means that $\left(\mathrm{x}^{i}, y^{i}\right)$ is on the lower border of this $\varepsilon$-tube.

## Linear $\varepsilon$-SVR: Support Vectors

We can also infer the following from the Karush-Kuhn-Tucker conditions:

- For $\varepsilon>0, \alpha_{i}^{+} \alpha_{i}^{-}=0$ holds, i.e. only one of the two Lagrange multipliers of a sample can be non-zero.
- If $\alpha_{i}^{+}$and $\alpha_{i}^{-}$are both zero, this means that $\xi_{i}^{+}=0$ and $\xi_{i}^{-}=0$, i.e. the $i$-th sample is inside the $\varepsilon$-tube which, in the case of the $\varepsilon$-SVR means that this sample does not contribute to the final regression function.
- If either $\alpha_{i}^{+}>0$ or $\alpha_{i}^{-}>0$ holds, the $i$-th sample contributes to the regression function. In this case, we say that $\left(\mathbf{x}^{i}, y^{i}\right)$ is a support vector.


## Linear $\varepsilon$-SVR: Support Vectors (cont'd)

- $0<\alpha_{i}^{+}<C$ means that $\xi_{i}^{+}=0$ and $y^{i}-\mathbf{w} \cdot \mathbf{x}^{i}-b=\varepsilon$ hold simultaneously, i.e. the sample $\left(\mathrm{x}^{i}, y^{i}\right)$ is on the upper border of the $\varepsilon$-tube around the regression function. Analogously, $0<$ $\alpha_{i}^{-}<C$ means that $\left(\mathrm{x}^{i}, y^{i}\right)$ is on the lower border of the $\varepsilon$-tube.
- If either $\alpha_{i}^{+}=C$ or $\alpha_{i}^{-}=C$ holds, we know that $\left(\mathrm{x}^{i}, y^{i}\right)$ is outside the $\varepsilon$-tube around the regression function, thus a "classification error".
- Unlike most other regression methods, accuracy is not the only goal of support vector regression. Instead, it tries to find the least complex (flattest) solution fitting into the $\varepsilon$-tube.


## Linear $\nu$-SVR: Motivation

- For the $\varepsilon$-SVR, the choice of $\varepsilon$ is crucial for obtaining good results.
- In practice, however, $\varepsilon$ must be chosen according to the noise level, which is often unknown.
- The idea of $\nu$-SVR is the following: instead of specifying $\varepsilon$ a priori, it is optimized simultaneously, where a large $\varepsilon$ is penalized and traded against smoothness and accuracy. The importance of $\varepsilon$ in the objective function is weighted with a factor $\nu$.


## Linear $\nu$-SVR: The Primal Problem

For a given data set $\mathbf{Z}$, minimize

$$
\frac{1}{2}\|\mathbf{w}\|^{2}+C\left(\nu \varepsilon+\frac{1}{l} \sum_{i=1}^{l}\left(\xi_{i}^{+}+\xi_{i}^{-}\right)\right)
$$

with respect to $\mathbf{w} \in \mathbb{R}^{d}, b \in \mathbb{R}, \varepsilon \in \mathbb{R},\left(\xi_{1}^{+}, \ldots, \xi_{l}^{+}\right) \in \mathbb{R}^{l}$, and $\left(\xi_{1}^{-}, \ldots, \xi_{l}^{-}\right) \in \mathbb{R}^{l}$ subject to the constraints $\varepsilon \geq 0$ and

$$
\left.\begin{array}{r}
y^{i}-\left(\mathbf{w} \cdot \mathbf{x}^{i}+b\right) \leq \varepsilon+\xi_{i}^{+} \\
\left(\mathbf{w} \cdot \mathbf{x}^{i}+b\right)-y_{i} \leq \varepsilon+\xi_{i}^{-} \\
\xi_{i}^{+} \geq 0 \\
\xi_{i}^{-} \geq 0
\end{array}\right\} \quad \text { for all } i=1, \ldots, l
$$

## Linear $\nu$-SVR: Lagrange Function

$$
L\left(\mathbf{w}, b, \varepsilon, \boldsymbol{\xi}^{+}, \boldsymbol{\xi}^{-} ; \boldsymbol{\alpha}^{+}, \boldsymbol{\alpha}^{-}, \delta, \boldsymbol{\lambda}^{+}, \boldsymbol{\lambda}^{-}\right)
$$

$$
\begin{aligned}
= & \frac{1}{2}\|\mathbf{w}\|^{2}+C\left(\nu \varepsilon+\frac{1}{l} \sum_{i=1}^{l}\left(\xi_{i}^{+}+\xi_{i}^{-}\right)\right)-\sum_{i=1}^{l} \alpha_{i}^{+}\left(\varepsilon+\xi_{i}^{-}-y^{i}+\mathbf{w} \cdot \mathbf{x}^{i}+b\right) \\
& \quad-\sum_{i=1}^{l} \alpha_{i}^{-}\left(\varepsilon+\xi_{i}^{-}+y^{i}-\mathbf{w} \cdot \mathbf{x}^{i}-b\right)-\delta \varepsilon-\sum_{i=1}^{l} \lambda_{i}^{+} \xi_{i}^{+}-\sum_{i=1}^{l} \lambda_{i}^{-} \xi_{i}^{-} \\
= & \frac{1}{2}\|\mathbf{w}\|^{2}-\mathbf{w} \cdot \sum_{i=1}^{l}\left(\alpha_{i}^{+}-\alpha_{i}^{-}\right) \mathbf{x}^{i}-b \sum_{i=1}^{l}\left(\alpha_{i}^{+}-\alpha_{i}^{-}\right) \\
& +\sum_{i=1}^{l}\left(\frac{C}{l}-\alpha_{i}^{+}-\lambda_{i}^{+}\right) \xi_{i}^{+}+\sum_{i=1}^{l}\left(\frac{C}{l}-\alpha_{i}^{-}-\lambda_{i}^{-}\right) \xi_{i}^{-}+\sum_{i=1}^{l} y^{i}\left(\alpha_{i}^{+}-\alpha_{i}^{-}\right) \\
& +\varepsilon\left(C \nu-\sum_{i=1}^{l}\left(\alpha_{i}^{+}+\alpha_{i}^{-}\right)-\delta\right)
\end{aligned}
$$

## Linear $\nu$-SVR: The Dual Problem (1/4)

Minimizing the Lagrange function with respect to $\mathrm{w}, b, \varepsilon, \boldsymbol{\xi}^{+}$and $\boldsymbol{\xi}^{-}$enforces the following:

$$
\begin{aligned}
& \frac{\partial L}{\partial \mathbf{w}}\left(\mathbf{w}, b, \boldsymbol{\xi}^{+}, \boldsymbol{\xi}^{-} ; \boldsymbol{\alpha}^{+}, \boldsymbol{\alpha}^{-}, \boldsymbol{\lambda}^{+}, \boldsymbol{\lambda}^{-}\right)=\mathbf{w}-\sum_{i=1}^{l}\left(\alpha_{i}^{+}-\alpha_{i}^{-}\right) \mathbf{x}^{i}=\mathbf{0} \\
& \frac{\partial L}{\partial b}\left(\mathbf{w}, b, \boldsymbol{\xi}^{+}, \boldsymbol{\xi}^{-} ; \boldsymbol{\alpha}^{+}, \boldsymbol{\alpha}^{-}, \boldsymbol{\lambda}^{+}, \boldsymbol{\lambda}^{-}\right)=-\sum_{i=1}^{l}\left(\alpha_{i}^{+}-\alpha_{i}^{-}\right)=0 \\
& \frac{\partial L}{\partial \varepsilon}\left(\mathbf{w}, b, \boldsymbol{\xi}^{+}, \boldsymbol{\xi}^{-} ; \boldsymbol{\alpha}^{+}, \boldsymbol{\alpha}^{-}, \boldsymbol{\lambda}^{+}, \boldsymbol{\lambda}^{-}\right)=C \nu-\sum_{i=1}^{l}\left(\alpha_{i}^{+}+\alpha_{i}^{-}\right)-\delta=0 \\
& \frac{\partial L}{\partial \xi_{i}^{+}}\left(\mathbf{w}, b, \boldsymbol{\xi}^{+}, \boldsymbol{\xi}^{-} ; \boldsymbol{\alpha}^{+}, \boldsymbol{\alpha}^{-}, \boldsymbol{\lambda}^{+}, \boldsymbol{\lambda}^{-}\right)=-\left(\frac{C}{l}-\alpha_{i}^{+}-\lambda_{i}^{+}\right)=0 \\
& \frac{\partial L}{\partial \xi_{i}^{-}}\left(\mathbf{w}, b, \boldsymbol{\xi}^{+}, \boldsymbol{\xi}^{-} ; \boldsymbol{\alpha}^{+}, \boldsymbol{\alpha}^{-}, \boldsymbol{\lambda}^{+}, \boldsymbol{\lambda}^{-}\right)=-\left(\frac{C}{l}-\alpha_{i}^{-}-\lambda_{i}^{-}\right)=0
\end{aligned}
$$

## Linear $\nu$-SVR: The Dual Problem (2/4)

Hence, we again obtain the following:

$$
\mathrm{w}=\sum_{i=1}^{l}\left(\alpha_{i}^{+}-\alpha_{i}^{-}\right) \mathrm{x}^{i} \quad \sum_{i=1}^{l}\left(\alpha_{i}^{+}-\alpha_{i}^{-}\right)=0
$$

Moreover, as before, we can eliminate the Lagrange multipliers $\lambda_{i}^{+}$ and $\lambda_{i}^{-}$by simply adding the constraints $\alpha_{i}^{+} \leq \frac{C}{l}$ and $\alpha_{i}^{-} \leq \frac{C}{l}$. The Lagrange multiplier $\delta$ can also be eliminated by the additional constraint

$$
\sum_{i=1}^{l}\left(\alpha_{i}^{+}+\alpha_{i}^{-}\right) \leq C \nu .
$$

## Linear $\nu$-SVR: The Dual Problem (3/4)

Thus, we obtain the following dual problem:

Maximize

$$
\mathcal{L}\left(\boldsymbol{\alpha}^{+}, \boldsymbol{\alpha}^{-}\right)=-\frac{1}{2} \sum_{i=1}^{l} \sum_{j=1}^{l}\left(\alpha_{i}^{+}-\alpha_{i}^{-}\right)\left(\alpha_{j}^{+}-\alpha_{j}^{-}\right) \mathbf{x}^{i} \cdot \mathbf{x}^{j}+\sum_{i=1}^{l} y^{i}\left(\alpha_{i}^{+}-\alpha_{i}^{-}\right)
$$

with respect to $\boldsymbol{\alpha}^{+}$and $\boldsymbol{\alpha}^{-}$subject to the constraints $0 \leq \alpha_{i}^{+} \leq \frac{C}{l}, 0 \leq$ $\alpha_{i}^{-} \leq \frac{C}{l}(i=1, \ldots, l), \sum_{i=1}^{l}\left(\alpha_{i}^{+}-\alpha_{i}^{-}\right)=0$ and $\sum_{i=1}^{l}\left(\alpha_{i}^{+}+\alpha_{i}^{-}\right) \leq C \nu$.

## Linear $\nu$-SVR: The Dual Problem (4/4)

With the notations from above, we can rewrite the dual problem as follows:

Minimize

$$
\frac{1}{2}\left(\boldsymbol{\alpha}^{+}-\boldsymbol{\alpha}^{-}\right)^{T} \mathbf{K}\left(\boldsymbol{\alpha}^{+}-\boldsymbol{\alpha}^{-}\right)-\mathbf{y}^{T}\left(\boldsymbol{\alpha}^{+}-\boldsymbol{\alpha}^{-}\right)
$$

with respect to $\boldsymbol{\alpha}^{+}$and $\boldsymbol{\alpha}^{-}$subject to the constraints $\mathbf{0} \leq \boldsymbol{\alpha}^{+} \leq \frac{C}{l} \mathbf{1}$, $\mathbf{0} \leq \boldsymbol{\alpha}^{+} \leq \frac{C}{l} \mathbf{1}, \mathbf{1}^{T}\left(\boldsymbol{\alpha}^{+}-\boldsymbol{\alpha}^{-}\right)=0$, and $\mathbf{1}^{T}\left(\boldsymbol{\alpha}^{+}+\boldsymbol{\alpha}^{-}\right) \leq C \nu$.

This is again a convex quadratic optimization problem with linear constraints.

## Linear $\nu$-SVR: <br> The Final Regression Function

Once the dual problem has been solved, the final regression function is again given as

$$
g(\mathbf{x})=\mathbf{w} \cdot \mathbf{x}+b=\sum_{i=1}^{l}\left(\alpha_{i}^{+}-\alpha_{i}^{-}\right) \mathbf{x}^{i} \cdot \mathbf{x}+b .
$$

To compute $b$, we have to consider the Karush-Kuhn-Tucker conditions (for all $i=1, \ldots, l)$ :

$$
\begin{array}{ll}
\alpha_{i}^{+}\left(\varepsilon+\xi_{i}^{+}-y^{i}+\mathbf{w} \cdot \mathbf{x}^{i}+b\right)=0 & \left(\frac{C}{l}-\alpha_{i}^{+}\right) \xi_{i}^{+}=0 \\
\alpha_{i}^{-}\left(\varepsilon+\xi_{i}^{-}+y^{i}-\mathbf{w} \cdot \mathbf{x}^{i}-b\right)=0 & \left(\frac{C}{l}-\alpha_{i}^{-}\right) \xi_{i}^{-}=0
\end{array}
$$

and, additionally,

$$
\begin{equation*}
\left(C \nu-\sum_{i=1}^{l}\left(\alpha_{i}^{+}+\alpha_{i}^{-}\right)\right) \varepsilon=0 . \tag{4}
\end{equation*}
$$

## Linear $\nu$-SVR: <br> The Final Regression Function (cont'd)

Suppose that there is an $\alpha_{p}^{+}$such that $0<\alpha_{p}^{+}<\frac{C}{l}$ (hence $\xi_{p}^{+}=0$ ) and an $\alpha_{q}^{-}$such that $0<\alpha_{q}^{-}<\frac{C}{l}$ (hence $\xi_{q}^{-}=0$ ). Then we can compute $b$ and $\varepsilon$ by solving the following system of two linear equations:

$$
\begin{aligned}
& \varepsilon-y^{p}+\mathbf{w} \cdot \mathbf{x}^{p}+b=0 \\
& \varepsilon+y^{q}-\mathbf{w} \cdot \mathbf{x}^{q}-b=0
\end{aligned}
$$

This gives the following solutions:

$$
\begin{aligned}
& b=\frac{1}{2}\left(\left(y^{p}-\mathbf{w} \cdot \mathbf{x}^{p}\right)+\left(y^{q}-\mathbf{w} \cdot \mathbf{x}^{q}\right)\right) \\
& \varepsilon=\frac{1}{2}\left(\left(y^{p}-\mathbf{w} \cdot \mathbf{x}^{p}\right)-\left(y^{q}-\mathbf{w} \cdot \mathbf{x}^{q}\right)\right)
\end{aligned}
$$

Averaging over several such pairs is again possible, of course.

## Linear SVR Example:

## $f(x)=1+0.15(x-\pi)$ plus noise



## Linear SVR Example: <br> $\varepsilon-$ SVR, $\varepsilon=0.5, C=1$



## Linear SVR Example: <br> $\varepsilon-$ SVR, $\varepsilon=0.2, C=1$



## Linear SVR Example: <br> $\varepsilon-$ SVR, $\varepsilon=0.1, C=1$



## Linear SVR Example: <br> $\varepsilon-$ SVR, $\varepsilon=0.01, C=1$



## Linear SVR Example: <br> $\nu$-SVR, $\nu=0.2, C=100 \rightarrow \varepsilon=0.056633$



## Nonlinear Support Vector Regression: Introduction

- It is clear that the usefulness of linear support vector regression is rather limited.
- Just like for classification, the generalization to a non-linear setting is done by using a non-linear kernel and considering the dual problem only.


## $\varepsilon$-SVR: The Dual Problem

Maximize

$$
\begin{aligned}
\mathcal{L}\left(\boldsymbol{\alpha}^{+}, \boldsymbol{\alpha}^{-}\right)=- & \frac{1}{2} \sum_{i=1}^{l} \sum_{j=1}^{l}\left(\alpha_{i}^{+}-\alpha_{i}^{-}\right)\left(\alpha_{j}^{+}-\alpha_{j}^{-}\right) k\left(\mathbf{x}^{i}, \mathbf{x}^{j}\right) \\
& -\varepsilon \sum\left(\alpha_{i}^{+}+\alpha_{i}^{-}\right)+\sum y^{i}\left(\alpha_{i}^{+}-\alpha_{i}^{-}\right)
\end{aligned}
$$

with respect to $\boldsymbol{\alpha}^{+}$and $\boldsymbol{\alpha}^{-}$subject to the constraints $0 \leq \alpha_{i}^{+} \leq C$, $0 \leq \alpha_{i}^{-} \leq C(i=1, \ldots, l)$, and $\sum_{i=1}^{l}\left(\alpha_{i}^{+}-\alpha_{i}^{-}\right)=0$.

## $\varepsilon$-SVR: The Dual Problem (cont'd)

With the above notations and the convention $\mathbf{K}=\left(k\left(\mathbf{x}^{i}, \mathbf{x}^{j}\right)\right)_{i=1, \ldots, l}^{j=1, \ldots, l}$, we can rewrite the dual problem as follows:

Minimize

$$
\frac{1}{2}\left(\boldsymbol{\alpha}^{+}-\boldsymbol{\alpha}^{-}\right)^{T} \mathbf{K}\left(\boldsymbol{\alpha}^{+}-\boldsymbol{\alpha}^{-}\right)+\varepsilon \mathbf{1}^{T}\left(\boldsymbol{\alpha}^{+}+\boldsymbol{\alpha}^{-}\right)-\mathbf{y}^{T}\left(\boldsymbol{\alpha}^{+}-\boldsymbol{\alpha}^{-}\right)
$$

with respect to $\alpha^{+}$and $\alpha^{-}$subject to the constraints $\mathbf{0} \leq \alpha^{+} \leq C 1$, $\mathbf{0} \leq \boldsymbol{\alpha}^{+} \leq C \mathbf{1}$, and $\mathbf{1}^{T}\left(\boldsymbol{\alpha}^{+}-\boldsymbol{\alpha}^{-}\right)=0$.

This is again a convex quadratic optimization problem with linear constraints.

## $\varepsilon$-SVR: The Final Regression Function

Once the dual problem has been solved, the final regression function is given as

$$
g(\mathbf{x})=\sum_{i=1}^{l}\left(\alpha_{i}^{+}-\alpha_{i}^{-}\right) k\left(\mathbf{x}^{i}, \mathbf{x}\right)+b
$$

For any $\alpha_{j}^{+}$such that $0<\alpha_{j}^{+}<C$, we can infer $\xi_{j}^{+}=0$ from the Karush-Kuhn-Tucker conditions and compute $b$ as follows:

$$
b=y^{j}-\sum_{i=1}^{l}\left(\alpha_{i}^{+}-\alpha_{i}^{-}\right) k\left(\mathbf{x}^{i}, \mathbf{x}^{j}\right)-\varepsilon .
$$

## $\varepsilon$-SVR: Support Vectors

Again we can infer the following from the Karush-Kuhn-Tucker conditions:

- For $\varepsilon>0, \alpha_{i}^{+} \alpha_{i}^{-}=0$ holds.
- If $\alpha_{i}^{+}=0$ and $\alpha_{i}^{-}=0$, the $i$-th sample is inside the $\varepsilon$-tube and does not contribute to $g(\mathbf{x})$.
- If $\alpha_{i}^{+}>0$ or $\alpha_{i}^{-}>0$, the $i$-th sample is a support vector.
- If $0<\alpha_{i}^{+}<C,\left(\mathbf{x}^{i}, y^{i}\right)$ is on the upper border of the $\varepsilon$-tube. If $0<\alpha_{i}^{-}<C$, $\left(\mathbf{x}^{i}, y^{i}\right)$ is on the lower border of the $\varepsilon$-tube.
- If $\alpha_{i}^{+}=C$ or $\alpha_{i}^{-}=C$ holds, $\left(\mathbf{x}^{i}, y^{i}\right)$ is outside the $\varepsilon$-tube around $g(\mathbf{x})$.


## $\nu$-SVR: The Dual Problem

Maximize
$\mathcal{L}\left(\boldsymbol{\alpha}^{+}, \boldsymbol{\alpha}^{-}\right)=-\frac{1}{2} \sum_{i=1}^{l} \sum_{j=1}^{l}\left(\alpha_{i}^{+}-\alpha_{i}^{-}\right)\left(\alpha_{j}^{+}-\alpha_{j}^{-}\right) k\left(\mathbf{x}^{i}, \mathbf{x}^{j}\right)+\sum y^{i}\left(\alpha_{i}^{+}-\alpha_{i}^{-}\right)$
with respect to $\boldsymbol{\alpha}^{+}$and $\boldsymbol{\alpha}^{-}$subject to the constraints $0 \leq \alpha_{i}^{+} \leq \frac{C}{l}, 0 \leq$ $\alpha_{i}^{-} \leq \frac{C}{l}(i=1, \ldots, l), \sum_{i=1}^{l}\left(\alpha_{i}^{+}-\alpha_{i}^{-}\right)=0$ and $\sum_{i=1}^{l}\left(\alpha_{i}^{+}+\alpha_{i}^{-}\right) \leq C \nu$.

## $\nu$-SVR: The Dual Problem (cont'd)

With the notations from above, we can rewrite the dual problem as follows:

Minimize

$$
\frac{1}{2}\left(\boldsymbol{\alpha}^{+}-\boldsymbol{\alpha}^{-}\right)^{T} \mathbf{K}\left(\boldsymbol{\alpha}^{+}-\boldsymbol{\alpha}^{-}\right)-\mathbf{y}^{T}\left(\boldsymbol{\alpha}^{+}-\boldsymbol{\alpha}^{-}\right)
$$

with respect to $\boldsymbol{\alpha}^{+}$and $\boldsymbol{\alpha}^{-}$subject to the constraints $\mathbf{0} \leq \boldsymbol{\alpha}^{+} \leq \frac{C}{l} \mathbf{1}$, $\mathbf{0} \leq \boldsymbol{\alpha}^{+} \leq \frac{C}{l} \mathbf{1}, \mathbf{1}^{T}\left(\boldsymbol{\alpha}^{+}-\boldsymbol{\alpha}^{-}\right)=0$, and $\mathbf{1}^{T}\left(\boldsymbol{\alpha}^{+}+\boldsymbol{\alpha}^{-}\right) \leq C \nu$.

This is again a convex quadratic optimization problem with linear constraints.

## $\nu$-SVR: The Final Regression Function

Once the dual problem has been solved, the final regression function is again given as

$$
g(\mathbf{x})=\sum_{i=1}^{l}\left(\alpha_{i}^{+}-\alpha_{i}^{-}\right) k\left(\mathbf{x}^{i}, \mathbf{x}\right)+b
$$

To compute $b$ and $\varepsilon$, choose an $\alpha_{p}^{+}$such that $0<\alpha_{p}^{+}<\frac{C}{l}$ and an $\alpha_{q}^{-}$such that $0<\alpha_{q}^{-}<\frac{C}{l}$. Then the solutions are given as follows:

$$
\begin{aligned}
& b=\frac{1}{2}\left(\left(y^{p}-\sum_{i=1}^{l}\left(\alpha_{i}^{+}-\alpha_{i}^{-}\right) k\left(\mathbf{x}^{i}, \mathbf{x}^{p}\right)\right)+\left(y^{q}-\sum_{i=1}^{l}\left(\alpha_{i}^{+}-\alpha_{i}^{-}\right) k\left(\mathbf{x}^{i}, \mathbf{x}^{q}\right)\right)\right) \\
& \varepsilon=\frac{1}{2}\left(\left(y^{p}-\sum_{i=1}^{l}\left(\alpha_{i}^{+}-\alpha_{i}^{-}\right) k\left(\mathbf{x}^{i}, \mathbf{x}^{p}\right)\right)-\left(y^{q}-\sum_{i=1}^{l}\left(\alpha_{i}^{+}-\alpha_{i}^{-}\right) k\left(\mathbf{x}^{i}, \mathbf{x}^{q}\right)\right)\right)
\end{aligned}
$$

Averaging over several such pairs is again possible, of course.

## $\nu$-SVR: Interpretation of the Parameter $\nu$

Theorem. Assume that we are given a $\nu$-SVR solution such that $\varepsilon>0$. Then the following holds:

1. $\nu$ is an upper bound for the proportion of errors (training samples outside the $\varepsilon$-tube).
2. $\nu$ is a lower bound for the proportion of support vectors. Under some technical assumptions, it is possible to show that both the proportion of errors and the proportion of support vectors tend to $\nu$ as $l$ goes to infinity.

Note that $\varepsilon>0$ is only possible if $\nu \leq 1$. If $\nu>1, \varepsilon=0$ follows.

## Connection $\varepsilon$-SVR - $\nu$-SVR

Theorem. Assume that we are given a $\nu$-SVR solution according to some data set $\mathbf{Z}_{l}$ and a cost factor $C$ such that $\varepsilon>0$ holds. Then exactly the same regression function would have been obtained if we had trained an $\varepsilon$-SVR with the same $\varepsilon$ and $C^{\prime}=\frac{C}{l}$.

This result says that $\nu$-SVR is basically nothing else but an $\varepsilon$-SVR which automatically finds a good choice for the error threshold $\varepsilon$.

## Support Vector Regression: Further Notes

- We can interpret support vector regression as a linear combination of basis functions (plus a constant term $b$ )

$$
g(\mathbf{x})=\sum_{i=1}^{l} \mu_{i} g_{i}(\mathbf{x})+b
$$

where $g_{i}(\mathbf{x})=k\left(\mathbf{x}^{i}, \mathbf{x}\right)$ and $\mu_{i}=\alpha_{i}^{+}-\alpha_{i}^{-}$.

- Traditional nonlinear regression is usually concerned with optimizing the factors $\mu_{i}$ such that the regression functions fits the data best. Support vector regression, instead, tries to adjust the factors $\mu_{i}$ such that the data fit into the $\varepsilon$-tube around the regression function. The parameter $C$ controls how large the factors $\mu_{i}$ may get to achieve this goal.


## Support Vector Regression: Further Notes (cont'd)

- In case that we have an upper bound $D$ for the norm of the derivative

$$
\left\|\frac{\partial k}{\partial \mathbf{x}}(\mathbf{y}, \mathbf{x})\right\|
$$

we can directly infer that the magnitude of the Lagrange multipliers are connected to the norm of the derivative of the regression function:

$$
\left\|\frac{\partial g}{\partial \mathbf{x}}(\mathbf{x})\right\| \leq \sum_{i=1}^{l}\left|\alpha_{i}^{+}-\alpha_{i}^{-}\right| \cdot\left\|\frac{\partial k}{\partial \mathbf{x}}(\mathbf{y}, \mathbf{x})\right\| \leq \begin{cases}C l D & \text { for } \varepsilon-\text { SVR } \\ C D & \text { for } \nu-\text { SVR }\end{cases}
$$

This means that the cost factor $C$ directly limits the derivative of the final regression function.

- For the RBF kernel, for instance, we have such an upper bound:

$$
D=1 /(\sigma \sqrt{e})
$$

## Support Vector Regression: <br> Complexity-Related Issues

Similar to support vector classification, the choices of the parameters are crucial for the final outcome:

- If the RBF kernel is used, the choice of $\sigma$ is crucial. too large $\sigma$ $\rightarrow$ underfitting; too small $\sigma \rightarrow$ overfitting (see previous slide!).
- The choice of $C$ also influences complexity. The higher $C$, the more we punish errors, hence, the higher the tendency of the SVR to produce a more complex regression function. Analogously for $\nu$.

It is often unavoidable to use cross validation to find good choices for hyperparameters.

## Support Vector Regression: <br> Complexity-Related Issues (cont'd)

- We have not introduced a theoretical concept of complexity of real-valued functions.
- It seems intuitively reasonable that complexity relates both to the number of support vectors and the magnitude of the Lagrange multipliers.
- For the RBF kernel, this is obvious:

1. The more support vectors, the more local minima/maxima.
2. The larger the Lagrange multipliers, the steeper the regression function may be.

## Nonlinear SVR Example:

$f(x)=1+\frac{1}{2} \cos (5(x-\pi)) \cdot \exp \left(-\frac{1}{2}(x-\pi)^{2}\right)$ plus noise


## Nonlinear SVR Example:

$\varepsilon-$ SVR, $\varepsilon=0.2, C=10$, RBF kernel,$\frac{1}{2 \sigma^{2}}=1$
BIOINF


## Nonlinear SVR Example:

$\varepsilon-$ SVR, $\varepsilon=0.1, C=10$, RBF kernel, $\frac{1}{2 \sigma^{2}}=10$
BIOINF


## Nonlinear SVR Example:

$\varepsilon-$ SVR, $\varepsilon=0.01, C=100$, RBF kernel, $\frac{1}{2 \sigma^{2}}=100$


## Nonlinear SVR Example:

$\nu$-SVR, $\nu=0.2, C=1000$, RBF kernel, $\frac{1}{2 \sigma^{2}}=1 \rightarrow \varepsilon=0.058992$
BIOINF


## Software: libSVM

- Free software available from
http://www.csie.ntu.edu.tw/~cjlin/libsvm/
as source code; Windows and Linux binaries are also available.
- Has already become a kind of standard.
- Basically consists of two command line tools, one for training an SVM, the second for testing it on new data.
- Implements all four SVMs discussed here plus the unsupervised one-class SVM; multi-class classification is implemented via pairwise classifiers.


## Software: libSVM (cont'd)

- Implements the four kernels discussed here; additionally, arbitrary kernels can be used by supplying the whole pre-computed kernel matrix $\mathbf{K}$.
- Optimization (uses sequential minimal optimization) is extremely fast and robust.
- A lot of tools and interfaces are available.
- Little drawback: discriminant values are not directly accessible; to compute ROC curves (or anything similar), the source code must be modified.


## Software: SVM ${ }^{\text {light }}$

- Software available from
http://svmlight.joachims.org/
as source code; Windows and Linux binaries are also available. Free for academic users.
- Works similarly to libSVM (two command line tools); also the input file format is the same.
- Implements the same kernels and allows to use pre-computed kernel matrices.


## Software: SVM ${ }^{\text {light }}$ (cont'd)

- Implements C-SVM, $\varepsilon$-SVR, and preference ranking. Does not support multi-class classification (a multi-class variant is available which, however, only supports linear classification).
- Model evaluation and optimization can be adjusted more flexibly than for libSVM.


## Further Topics That Would Have Been <br> Worth a Deeper Look...

... if there was more time:

- One-class SVM: unsupervised SVM useful for novelty detection, data filtering, etc.
- P-SVM: scale-invariant SVM that is able to work with dyadic data and "kernel matrices" that are not positive semi-definite; it is also useful for feature selection.
- SVM optimization, in particular, Sequential Minimal Optimization (SMO).


## Concluding Remarks

- Support vector machines are easy-to-use machine learning workhorses that have become part of the standard repertoire of machine learning methods.
- SVMs have won numerous machine learning competitions.
- They are built on a solid theoretical foundation.
- Both training and testing are deterministic and fast (further note that solving the optimization problem gives a global solution which is not true for most other machine learning algorithms).


## Concluding Remarks (cont'd)

- SVMs can be used for any problem for which it is possible to define a positive semi-definite comparison measure (the kernel), including, strings/sequences, signals, images, trees, etc.
- Although SVMs are motivated from the direction of structural risk minimization, the choice of hyperparameters remains crucial; often cross validation remains the only remedy.


[^0]:    ${ }^{\text {a }}$ It is easy to prove that Gram matrices of scalar products are in general positive semi-definite.

